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Introduction

This research aims to identify a high-level, broad summation of the sustainability impacts of ANN.
The essay ignored technical issues relating to ANN, as the technology in this field is rapidly evolving.
This essay is not a literature review; a systemic approach to article extraction and filtration was not
used and subjective judgment was used for article selection. Many sources of relevance have likely
been ignored or overlooked. This limits the accuracy of this research.

Context

Terminology

This report focuses specifically on artificial neural networks (ANNs). The word ANN is used to
distinguish this subject matter from biological neural networks (i.e., the brain), which is not within
the scope of this report. ANN is a derivation of machine learning (ML) techniques, and the use of
multiple layers in ANN leads to the term 'deep learning' (DL) (Hardesty, 2017.) An issue with
literature relating to neural network sustainability is that the term 'Al' is used interchangeably with
deep learning models, even though the term 'Al' is quite broad (Ligozat et al., 2021.) This is an issue
because it implies that research relevant to neural network sustainability may have been excluded or
overlooked because of the use of alternative keywords. Throughout this report, efforts were made to
ensure that sources were relevant to neural networks. Incidentally, some sources may refer to the
following umbrella concepts that ANN are derived from: Al, ML. Because Deep Learning is derived
from ANN, the two can be considered interchangeable for this report.

Software

An Artificial Neural Network (ANN) is a computer system functionally similar to the human brain. It
works by having multiple processors ('neurons') and connecting them so they can pass information to
each other. ANNs are typically trained using large datasets that have non-linear relationships. The
data set used for training is used as a basis for future analysis by the ANN; humans set allowable
deviations from the training data. Quantitative metrics, such as maximum repetitions or processing
time, determine when training stops (El-Shahat, 2018.)

Neural networks are designed to counteract hardware limitations. Neurons are connected to form
layers, and synapses connect layers. Synapses can only connect two neurons. This allows information
to be processed and stored parallel via different layers, reducing overall power consumption (Bouvier
et al., 2020.)

There are risks associated with designing ANNs. Inputting excess values will reduce processing
speeds, whereas having too few variables means information between nodes is not fully tracked. This
is further complicated by other software issues beyond the scope of this research. ANN require
minimal external assistance to learn. They may one day surpass human capabilities (EI-Shahat, 2018.)

Another risk is overfitting - when the ANN aligns too closely with the dataset - following its general
trends and anomalies. As the number of layers in an ANN increases, the computations and risk of
overfitting the data increase, too (Baklacioglu, Turan & Aydin, 2018.)

Jamli & Farid (2019) compared ANN and non-ANN approaches in their study. They found that ANNs
were more accurate than non-ANN models because they accounted for certain real-world
complexities that the simpler models did not. Despite being increasingly inaccurate, non-ANN
approaches are still widely used because the ANN approach is difficult to implement.
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Machine learning algorithms are restricted by their hardware, either because they require a lot of
time and power or because of memory limitations. Neural networks need to be correctly mapped to
the hardware they operate on, which must be specific to allow the algorithms to evolve. Research on
online learning is already underway, but this implementation would require memory allocation on
hardware (Bouvier et al., 2020.)

Sustainability

Smith and Wong (2022) examined the tri-dimensional sustainability of ANNSs, but only in the context
of the construction industry. Of the literature reviewed, economic sustainability was the most
studied, and environmental and social sustainability became a bigger focus in the late 2010s. When
examining sustainability criteria, fuzzy logic has to be used. This is meant to emulate human
reasoning in decision-making where uncertainty is involved. It works by assessing the accuracy of
datasets which are not fully accurate or complete. One case study used weighted rankings based on
expert guidance from questionnaires to form sustainability criteria against which projects were
judged. The issue with this example is that they relied on the subjective opinion of experts and small
sample sizes (Smith and Wong, 2022)

Social

The use of ANN was better at evaluating safety issues than subjective opinion. However, another
case study, which tried to examine the conditions leading up to accidents, though effective, only used
guantitative data. The absence of near-miss accidents in the datasets could be included to increase
the available data. Though this would help prevent accidents, it would be difficult to quantify the
improvements made specifically because of the model (Smith and Wong, 2022.)

Potential Bias and Inaccuracy

There are additional social sustainability issues to ANN: Unrepresentative training data leading to
biases in models and privacy issues arising from facial and emotional recognition (van Wynsberghe,
2021.)

Smith Wong (2022) discussed how ANNs can broaden the capacity of decision-making systems,
helping with data analysis and providing guidance to users. Of note is the presence of an
interconnected knowledge base, which would store data related to the past and decision-making. In
theory, this would make the system better over time. What the source does not mention, however, is
that if historical data is biased (as other research has shown to be possible), it would warp the output
of the ANN and create biased outputs.

ANNs have an issue working effectively in contexts underrepresented in their training sets. ANNs
were less accurate when analysing satellite image data of poor, remote areas. This is an issue
because international development programmes will favour using ANN and satellite imagery for on-
the-ground data collection. In the case of humanitarian aid, there is a risk that an ANN will
discriminate against the communities it is trying to help because said communities are
underrepresented in the training dataset (Kim et al., 2021.)

The risk of preexisting datasets influencing Al has been documented. A study found that ML
algorithms focused on language processing had a gender bias, which could be mitigated by breaking
associations between words and gender in training data (Lu et al., 2020.) However, this would
increase the resources needed to train such models, in addition to the substantial resource
consumption already expended in their initial training. Though the author reduced gender bias,
other implementations may be less effective. The risk of human bias influencing adjustments plays a
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factor, too. This also highlights a potential risk in datasets in general that may result in biased neural
networks if they are used for training.

Baklacioglu, Turan & Aydin (2018) mention discrepancies in previous literature regarding adequate
sampling data and what proportions should be used for training, cross-validation, and testing. This
presents issues in the future as a lack of a universal ruleset in the implementation of ANN on data
could result in variable performance and accuracy across these algorithms when applied. This has
unique implications in sustainability issues, where implementing such algorithms will influence
decision-making that could impact people's lives. The lack of a universal ruleset makes it difficult to
have an objective framework for what constitutes 'good' ANN data.

A case study was examined to explore the limitations of statistical analysis by ANN. Jamli & Farid
(2019) write that ANN could be used in engineering applications but are also critical of the suitability
of ANN in FE analysis, due to deficiencies in engineering knowledge and the requirement of statistical
analysis in ANN software. ANN, in this context, can only make predictions within the range of input
data it was trained with. The source fails to mention that this limitation is not exclusive to ANN, as
linear regression likewise is only accurate within a relevant range, indicating this is a limitation borne
out of the nature of statistical analysis. Beyond the context of engineering, this implies that ANNs are
still bound by the limitations of statistical analysis. It also implies that human limitations in
knowledge will hamper the effectiveness of ANN. Several potential problems in wider applications
can be implied by examining this case study: people without an understanding of the issues with
extrapolation may apply inaccurate statistical analysis, and predictions may be warped incorrectly
due to unrepresentative input data. This has negative public policy considerations if the technology is
applied in that regard, as data from ANN will be used to influence people's lives.

A combination of ANN and non-ANN modelling proved successful but still required significant
training data and suffered from the inaccuracy of non-ANN models (Jamli & Farid, 2019.) This implies
that to eliminate the issues of non-ANN models fully, it cannot be used at all. Though theoretically
viable, its myriad issues make it impractical.

Feinman & Lake (2018) looked at the development of the inductive bias in ANN, which informed
interpretation beyond training data. They found that simple ANNs could develop this bias with only
three images and that the conditions to develop these biases were not understood. However, it was
also noted that the development of these biases aided with accelerated learning and that human
brains use inductive biases in early development, too. This implies that the use of biases can aid in
training efficiency.

The relative accuracy of different ANN models at gender recognition was studied. There was varying
performance between models, with only two being relatively accurate. Though powerful, these
models had issues. One required several powerful GPUs to train and high computer storage for its
calculations. The other, though more capable than other ANNs at having multiple layers without
accuracy impairment, still suffered lower accuracies with excessive layers. In this study, examining
gender bias took priority. This meant that only gender recognition accuracy, and not accuracy overall,
was examined in the ANN models.

Additionally, the datasets used included real and fake images. (Gwyn & Roy, 2022.) There is a
possibility that the most accurate model is not the most accurate at gender recognition.

Though Gwyn & Roy (2022) tried to assess ethnic bias, they could not find a sufficiently diverse
dataset and suggested that future datasets should contain demographic labels so that ANN accuracy
across ethnicities can be assessed (Gwyn & Roy, 2022.)
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Serna et al. (2020) write that Al can become biased through unbalanced training data and that this
bias can become deeply ingrained and hidden during the training process. They also note that the
trend for Al has been of increased performance and a growing influence in people's lives but low
transparency. The issues raised by the author relate to a lack of transparency, discrimination and
privacy issues. It is implied that the danger is that significant decisions will be made by machines
whose decision-making processes we do not understand.

Though substantial literature on how bias affects different groups, not much literature has been
published on how bias impacts algorithm training (Serna et al., 2020.) This implies a theoretical blind
spot in our understanding of how biased and unbalanced datasets can impact Al learning.

Kim et al. (2021) mention a recent example where biases in models led to misdiagnoses of COVID-19
because the model was unable to operate effectively in areas where other diseases were common.
The author attempted to eliminate bias in the ANN used in their study but noted that it was a
modified version of another ANN. Since those ANNs likely had biased datasets, the bias in the
modified ANN could not be fully rectified. The main finding is that in the context of identification for
humanitarian aid, ANNs were least effective for the most vulnerable populations.

Though highly accurate, the performance increase of neural networks in image recognition and
classification has plateaued recently (Stock and Cisse, 2018.)

This is concerning because it implies that no further significant improvements will be made
suggesting that bias within image recognition will be a long-standing issue. Stock and Cisse (2018)
discussed the performance of an ANN with image classification and recognition. When testing model
accuracy, they found that when some groups were over or underrepresented, the model was more
likely to make thematic assumptions based on human skin colour. It was unclear why the model
developed the biases it did. This is concerning both from a research and a practical perspective
because if we are unable to identify the logic process that forms biases, we cannot address them.

Stock and Cisse (2018) proposed a method of automated bias detection, which, though effective,
may not be illustrative of its effectiveness outside of this study. The author suggests that further
research into machine learning will encourage future breakthroughs. However, this is an optimistic
perspective and assumes that future breakthroughs are possible, which may not be the case.

A key theme in the work of Kim et al. (2021) was the accuracy discrepancy of an ANN in rich and poor
areas. The ANN was more accurate in the former and less accurate in the latter. The author mentions
that the development of the ANN of concern in their study was in the developed world, but this
trend will likely apply to many ANNs. This suggests that ANN will be less effective in LEDCs because
the data used to train them is not representative.

Bias Variance Trade-off

A counterargument to having larger, more varied sample sizes can be found in the bias-variance
trade-off, as explained by Neal et al. (2018.), who write that model complexity is inversely
proportional to bias and proportional to variance and eventually leads to more error.

However, Neal et al. (2018) also write that recent research suggests this is not true for neural
networks, contesting previous literature. The author cites existing literature and critically examines a
previous study (Geman et al., 1992) wherein the bias-variance trade-off hypothesis was tested with
modern neural networks. Their results showed that model complexity was inversely proportional to
variance and bias and, thus, error. This implies that to address the issues of bias in a neural network,
large, varied and ideally representative data sets need to be used for training ANNs.
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Yang et al. (2020) contest this view, arguing that the bias-variance hypothesis holds merit and that
while model complexity is inversely proportional to bias, variance has a weighted distribution in
relation to model complexity, which increases and then decreases over time. Of note is that the
model used in this study is less sophisticated than models that would be used in real life. This
suggests the findings are strictly theoretical and may not be representative. Though Yang et al. (2020)
were able to quantify variance behaviour concerning complexity, an explanation could not be
provided, which limits the utility of this source.

Though not expressly stated in the source, their findings might suggest that careful and rigorous
testing of model outputs concerning bias and variance must be performed before they become
widely used. However, this is an unrealistic expectation because of the time and costs associated
with it. The discrepancies in the literature regarding inaccuracy levels in ANN make it difficult to
conclude how ANN training data sets should function in the future. This might suggest that
consequences relating to inaccuracy due to bias or variance are unavoidable.

Environmental

Mapping environmental impacts

Baklacioglu, Turan & Aydin (2018) found that the co-relation coefficients of the model output during
testing were above 0.9, indicating the models to be highly accurate in examining environmental
impact indicators. The authors mention that ANN models and their starting limits must be properly
optimised for their corresponding purpose. They suggest implementing similar techniques into more
flight-based technologies. Contrary to this source's findings, it is worth noting the following: the
success of one implementation does not warrant universal application, and though statistical
techniques were used in verifying the accuracy of the model, this implementation would need to be
shown to be reproducible and consistent in similar applications by other parties. Additionally, the
authors state that the approach mentioned in his article had no prior reported studies, which means
issues specific to their approach may not have been identified.

Water Consumption

The water consumption of Al models is not widely acknowledged and has been suppressed by some
companies. Additionally, the environmental focus of Al models is usually on their carbon footprint.
This happens because water is consumed to generate electricity for servers or cool them (Li et al.,
2023).

The water consumption of Al models is likely to increase as models get more sophisticated, although
the author does state that more evidence is needed to assert that claim. Remedies to the issue focus
on supplying more water and not on reducing demand. The remedies for carbon efficiency and water
efficiency are mutually exclusive. This is because the former relies on access to sunlight, whereas the
latter relies on avoiding sunlight (Li et al., 2023.) If these trends continue in the future, the problem
of ANN water consumption will get worse.

Carbon Emissions

ANNs have been used to track emission profiles across different power settings and torques,
providing information that could be used to improve performance. This approach in environmental
analysis could be used for business jets and helicopters to maximise environmental sustainability.
The study used a genetic algorithm approach, which aims to mimic the principles of natural selection
and adaptation to algorithms. Although this improved the algorithm's ability to generalise, it had
issues: the fact that an initial sample needs to be created randomly and that the algorithm could
develop in unintended ways. (Baklacioglu, Turan & Aydin, 2018.)
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Van Wynsberghe (2021) proposes a proportionality framework so the tasks an Al is designated justify
its carbon footprint. Policy considerations can also be made so that ANN models are not used on
menial tasks. However, It could be argued that this counters one of the main advantages of ANN,
which is the ability to automate menial tasks.

The increased accessibility of more powerful hardware means that more people incorporate neural
networks. New models are often trained on more powerful GPUs on larger datasets for longer
periods. This requires more time and energy (Lacoste et al., 2019.) If this trend continues, future
advances in hardware and neural networks will increase the emission profiles of neural networks.
This last point is subject to the caveat that past performance does not indicate future performance.
Extrapolation is only accurate when other variables align with the past, and advances in hardware
may mean that past trends with neural network emissions may not reflect what future hardware is
responsible for. This remains a possibility, as Lacoste et al. (2019) highlight the power efficiency of
niche GPUs over conventional ones.

Lacoste et al. (2019) found that emission profiles fluctuated based on location, with the highest
emissions being in Africa and the lowest ones in North America and Europe. However, only a single
data point was available for Africa, and the latter two countries have the highest ranges of the
dataset. In addition, Europe had a significant variance in the quartiles of their data. The high variance
and ranges suggest inconsistencies with how servers operated throughout the continent. It is also
worth noting that since Africa has only one data point to compare to, it may not be reflective of how
servers would operate in the rest of the continent - more data would be needed to validate this
point. Although the author mentions the high variation in certain regions, they neglect to mention
that this variation could only exist because certain countries had more data points to work with.

Lacoste et al. (2019) also found that fine-tuning pre-trained models for specific tasks is as effective as
training models without prior training. Although not expressly stated in the research, this implies
that carbon emissions can be reduced by fine-tuning pre-trained models since it would reduce the
time and, thus, emissions required.

One challenge with neural networks is that both direct and incidental activities associated with their
use need to be accounted for. Ligozat et al. (2021) write that 'Al services use many data and that the
various stages of this data use - acquisition, storage, transfer and processing - all require energy.

Raw Material Consumption

Ligozat et al. (2021) mention that the approaches theorised for quantifying Als focus on using data
and propose examining their impact across a lifecycle. The primary impact focuses on the hardware
that Als are used on - the extraction of raw materials, hardware manufacturing, transportation and
distribution, data usage (which includes acquisition, storage, transfer and processing) and hardware
recycling and disposal.

Neural networks can also be trained to adapt to hardware, an example of this being software
accounting for large differences in nanodevices. Research is underway that would allow hardware to
mimic neuroplasticity in the brain. This would allow hardware to adapt over its lifetime, meaning it
would never become redundant (Bouvier et al., 2020.) Theoretically, this could reduce the raw
resource consumption of ANNs.

An example of the potential for ANNs in environmentally sustainable practices is in the automobile
industry, which is trying to reduce the weight of its vehicles, improve its environmental sustainability,
and increase its safety during collisions. ANNs are used in sheet metal forming to predict springback -
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when a material tries to return to a previous molecular formation after deformation. This is
embedded into Finite Element (FE) analysis and reduces wastage costs (Jamli & Farid, 2019.)

ANNs reduce the experiments needed to determine material behaviour, but a large amount of
information is required for this ANN to be accurate, which is costly (Jamli & Farid, 2019.) This data
will likely need to be collected via experiments. This means that the costs associated with requiring
fewer experiments to determine material behaviour are offset by the increased costs associated with
implementing an ANN. It also implies that in the short to medium term, its implementation will be
exclusive to only those who can afford it. The practical restrictions on ANN implementation also
reduce the potential pool for future research to explore the issue further. The author cites other
studies comparing ANN and non-ANN models, but the former was not implemented even after these
studies occurred. The complexity of ANN makes it difficult to conduct further research. This suggests
that non-ANN approaches are favoured in the context of FE analysis, but it is unclear if this trend
would extend to other applications. The difficulty of further study further hampers potential progress
in expanding the implementation of ANN in the future.

Tertiary Effects

Ligozat et al. (2021) highlight that short-term gains using Al would have unintended consequences
and that the literature on environmental sustainability is theoretical and neglects changes in socio-
technical behaviour. Examples include:

An increase in efficiency in energy consumption can lead to increased consumption over time. The
development of automated vehicles would increase vehicle use and, thus, consumption. Increasing
reliance on Al would consequently increase the demand for raw materials, specifically lithium and
cobalt. This would necessitate opening mines, which would increase fossil fuel emissions.

This consequential impact would imply that the increased energy efficiency using neural networks
may not suffice if human behaviours are not aligned with sustainability. This is beyond the scope of
the report. However, it does highlight a limitation of neural networks in sustainability - they are only
as effective as the people who implement and use them.

ANN have a significant environmental impact that conflicts with social sustainability. The time and
energy required to train and refine neural networks is significant - training a large neural network
created an emission profile equivalent to the lifetime of five cars. This energy could be expended on
other activities - such as heating or electricity. Significant energy costs are a social sustainability issue
because many people in the world are still in abject poverty. In addition, in many locations, carbon
offsetting is not viable (van Wynsberghe, 2021.)

GPT-3 training in Microsoft consumes between 700,000 and 21,000 litres of fresh water, depending
on location. This is problematic because of global freshwater scarcity, the impact on regional water
systems and the fact that servers are sometimes located in areas affected by draughts (Li et al.,
2023.) This can lead to social sustainability issues, tighten resource constraints and raise ethical
issues because the significant water consumption is at the expense of provision to those in dire need.

Economic

Prediction

ANN can help with cost estimation in the early stages of a project. Case-based reasoning uses the
costs from previous examples to estimate future ones. Accuracy is subject to the following: the
number of cases, the type of cases and the similarity of cases to future ones. Though they have been
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proven to predict costs accurately, it is only when projects have a high degree of similarity to each
other (Smith and Wong, 2022.) This may not be the case for more complex or less similar projects.

Lobeev (2021) used an ANN to predict bankruptcy in companies with high research and development
(R&D) spending, with the model correctly predicting bankruptcy 91% of the time. This was important
because the author claimed there was no research on models for this specific company type
predating their work and that companies with high R&D spending were more prone to risk. After all,
the increased R&D spending led to reduced free cash flow and reduced financial sustainability.

Gavurova et al. (2022) were able to use an ANN to predict bankruptcy companies, noting it would be
particularly effective in economies that are not fully developed. They noted that using conventional
financial indicators was easy because they were standard in financial statements (the issues specific
to these are discussed elsewhere.) However, the limitations of this study are the following: it only
focused on select branches of certain industries in The Slovak Republic, and it was noted that
different indicators would be needed for different industries. In addition, this study only examined
international companies across two years in select branches of two industries. This potentially limits
the applicability of their findings.

ANNs can be used to highlight financial distress in companies. This allows shareholders to be
informed of potential issues. ANNs can be used for decision-making purposes for investors and
creditors to mitigate potential losses. Though it is possible to use ANNs to solve complex financial
problems, statistical differences between the financial services and manufacturing industries indicate
that ANNs analysing economic data must be specific to their industry. This study was conducted in
South Africa and may not be applicable elsewhere (Dube, Nzimande & Muzindutsi, 2023.)

Though the literature regarding stock return forecasting shows positive results, it is only because
these models are tested within data sets of very short time frames. Over the long term, a study
found that different models had variable prediction accuracy on stock returns and that the models
were most effective when examining shorter timeframes. In the long term, the models have
prediction issues because stock return predictability is episodic and unstable, partially because of
how data is split and because investor behaviour influences prices. findings suggested that practical
applications of ANN in stock market prediction may be difficult (Chudziak, 2023.)

Information Asymmetry

A (highly simplified) summation of the seminal work of Akerof (1970) was used for this explanation:
Information asymmetry means sellers have more information than buyers. Sellers will take advantage
of this to sell bad products. Customers would tell others about their bad experiences. This would
deter people from paying high prices. This would deter quality goods from entering the market and
only encourage bad ones. Thus, the market either is either dwindled or destroyed.

An issue with economic sustainability is information asymmetry, which can shrink or destroy
markets. Companies' financial issues can have consequences for the wider economic environment.
However, information on these issues can be difficult to detect by most stakeholders because
financial reports can be manipulated. The use of ANN in financial distress prediction can aid in their
prevention. The use of ANN and other statistical and mathematical tools resulted in a model that had
superior financial distress accuracy prediction. However, because the study was focused in Taiwan,
the findings may not be applicable elsewhere (Jan, 2021.)

Jan (2021) discusses the issues involved in producing financial statements. Information asymmetry is
common, and it is difficult for most stakeholders to know the true financial position of a company.
Fraud is becoming harder to detect as criminals become more sophisticated, and it can cause more
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damage than asset misappropriation or corruption. The creation of an ANN was effective in detecting
financial statement fraud and suggested that failings in conventional approaches of fraud detection
could be overcome. However, the author noted there was limited relevant literature on using
algorithms to detect fraud. Additionally, their suggestions on increasing economic sustainability
extended beyond the use of ANN, suggesting that the use of ANN alone is not sufficient to increase
economic sustainability.

ANN has been used to investigate the correlation between economic and social sustainability and
novel management accounting tools. Though ANN was not used to increase performance directly, its
investigative role could be replicated by other organisations when new technologies and their
impacts on financial and sustainability performance need to be investigated (Varzaru et al., 2022.)
The limits of this study include that it only examined Romanian companies.

Xu et al. (2019) found that ANN was effective at evaluating credit risk compared to other models.
However, they also stated that Al (and, by extension, ANN) cannot explain the reasoning behind their
outputs and, therefore, lack transparency. This is why they have not had more widespread adoption
in situations where interpretation is necessary and why the author cautions against overreliance on
Al and an overzealous pursuit of efficiency and innovation.

Inequality

Bouvier et al. (2020) write that a cloud connection to a more powerful device is usually needed,
implying that most consumer-grade devices cannot process such algorithms natively. The reliance on
a cloud connection presents security risks and complicates implementation. Though not mentioned
in the source, one potential issue that can be inferred is that the users who can fully utilise ANN are
only those with very powerful hardware, which requires significant funds. This means that existing
economic inequalities will be compounded by inequalities in ANN utilisation, too.

Conclusion

This report aimed to identify the tri-dimensional impact of ANNs. ANNs have the potential to help
with the collation and analysis of data, decision-making and forecasting. However, they suffer from a
number of issues which hampers their sustainability. Bias and inaccuracy can be borne of training
data and human/statistical limitations. They require energy and water to operate, and the mitigation
strategies for both are mutually exclusive. Unintended consequences may arise, including increased
resource consumption and said resources being expended as opposed to others in more dire need.
Regarding finance, ANNs are not practical for long-term forecasting of share returns, though they can
be effective in very specific conditions provided the ANN is tailored to the industry.
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