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Abstract. The use of active learning in supervised machine learning is proposed 

in this study to reduce the expenses associated with labeling data. Active learning 

is a technique that includes iteratively selecting the most informative unlabeled 

data points and asking a human expert to label them. Active learning can achieve 

high accuracy while utilizing fewer labeled examples than typical supervised 

learning algorithms by selecting the most informative data points. This study con-

ducts and provides an in-depth examination and analysis of numerous active 

learning algorithms and their applications to various machine learning  labeling 

problems, especially focusing on image classification. The experiments are car-

ried out using Fashion MNIST as a benchmark dataset. This study compares the 

performance of five popular active learning methods BALD, DBAL, coreset, 

least confidence and ensemble varR for the given problem. The best performing 

algorithm was BALD with a mean classification accuracy of 91.31%, when 50% 

of the data is considered labeled, closely followed by all other techniques, making 

each suitable for specific use cases. The trials conducted by the study illustrates 

how active learning may lower the time and cost of data labeling while also main-

taining high accuracy. 

Keywords: Active Learning, CNN, Data Labeling, Diversity Sampling, Ens-

varR, Image Classification, Uncertainty Sampling.  

1 Introduction 

1.1 Background and Motivation 

To obtain high accuracy, supervised machine learning and deep learning algorithms 

require a significant amount of labeled data. Labeling data, on the other hand, can be 

time-consuming and costly, especially when working with huge datasets. This 
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limitation has sparked considerable interest in the development of active learning ap-

proaches, which aim to reduce the cost and time involved with data labeling by labeling 

just the most informative data points. Active learning takes a few labeled samples and 

uses those samples to make a labeled dataset for multiple unlabeled samples of the same 

problem. Active learning has been used successfully in a variety of machine learning 

applications such as text categorization, image recognition, and object detection [1]. 

Despite its potential benefits, active learning is still underutilized in many practical ap-

plications, and more research is needed to investigate its effectiveness and limitations. 

As a result, the purpose of this study is to investigate the application of active learning 

in supervised machine learning for minimizing data labeling costs, as well as its poten-

tial to revolutionize the way we train machine learning models. Through this research, 

we hope, will help to design more efficient and cost-effective deep learning systems, 

particularly in domains where huge labeled datasets are difficult or expensive to collect 

[2]. 

1.2 Hypothesis 

The primary research question addressed in this work is whether active learning may 

reduce data labeling costs in supervised machine learning while preserving or improv-

ing model accuracy. We specifically intend to investigate the following issues: 

• In terms of the sub number of labeled instances necessary for training and the con-

sequent accuracy, how does active learning compare to classic supervised learning 

methods? 

• How does the effectiveness of active learning differ depending on task complexity 

and dataset characteristics? 

• What are the advantages and disadvantages of utilizing active learning to reduce data 

labelling costs, and how may these be addressed in actual applications? 

1.3 Objective and Contribution  

The following are the key goals of this paper: 

• To give an in-depth examination of active learning algorithms and their applications 

to various machine learning problems such as text classification, image recognition, 

and object detection.  

• To examine the efficacy of active learning in decreasing data labeling costs in su-

pervised machine learning and to compare it to traditional supervised learning ap-

proaches in terms of the number of labeled instances required for training and the 

resulting accuracy. 

• To examine the trade-offs and constraints of employing active learning to reduce 

data labeling costs, and to make recommendations on how to resolve these issues in 

real implementations. 

• Empirical assessments using benchmark datasets will be employed to illustrate the 

practical application of active learning. 



This paper provides the following contributions: 

• A comprehensive examination of active learning, including its potential advantages 

and drawbacks in the context of minimizing data labeling expenses in supervised 

machine learning. 

• Empirical findings from standardized datasets demonstrating how active learning 

can diminish data labeling costs while preserving or even improving accuracy. 

• Exploration of the trade-offs and constraints associated with the adoption of active 

learning to reduce data labeling expenses, along with practical suggestions for ad-

dressing these issues during real-world implementations. 

• An enhancement of our comprehension regarding the potential benefits and limita-

tions of active learning for cost-effective data labeling in supervised machine learn-

ing, coupled with recommendations for practitioners seeking to incorporate this 

methodology. 

2 Problem Statement 

In the realm of supervised machine learning, the substantial expenses and time-inten-

sive process of data labeling pose significant challenges. This study looks at the efficacy 

of active learning as a method for lowering data labeling costs while maintaining or 

enhancing model performance across a variety of machine learning tasks. 

3 Literature Review 

In recent years, the field of supervised machine learning has grown rapidly, with appli-

cations in fields as diverse as healthcare, finance, and natural language processing. The 

availability of big, high-quality labeled datasets is one of the important variables con-

tributing to the success of supervised learning algorithms. The paper [3]offers a thor-

ough examination of active learning strategies for on-road vehicle detection using com-

puter vision. The authors examine and assess three common active learning algorithms 

in terms of data costs, recall, annotation costs, and precision. The detectors used in this 

work are based on histograms and SVM classification (HOG-SVM) [4], and Adaboost 

classification (Haar-Adaboost), and Haar-like features and [5].  

To address the limitations of learning from such data streams, the authors suggest an 

online-knn classifier that joins self-labeling with demand-based active learning. The 

study starts by outlining the considered setup and reiterating the idea of concept drift. 

From a theoretical standpoint, the authors then justify the use of supervised learning for 

non-stationary data streams. They provide a classification of drift behaviours as well as 

generated self-labeling problems [6]. They provide a detailed description of their pro-

posed online learning system, which combines self-labeling and demand-based active 

learning to enhance classification accuracy while lowering labelling costs. The authors 

test their technique on a variety of real-world datasets, including social media, cell-

phones, and industrial process monitoring. According to the results, their suggested 

strategy surpasses existing state-of-the-art approaches in terms of classification 
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accuracy while needing fewer labeled samples. Overall, this study contributes signifi-

cantly to the area of machine learning by presenting a unique method to the problem of 

learning from non-stationary data streams with limited labelling. The suggested online-

knn classifier, which combines self-labeling with demand-based active learning, has 

demonstrated encouraging results in real-world settings and has the potential to be ap-

plied in a variety of fields where data is accessible as streams [7].  

The study [8] looks at how to label soundscape ecology data using visual active 

learning techniques. According to the scientists, appropriately labelling such data is 

critical for effective soundscape ecology research throughout the world [8]. However, 

retrieving information from this sort of data may be difficult and costly. As a result, the 

authors suggest a multidisciplinary strategy combining ecoacoustics, machine learning, 

and visualization. The concept, implementation, and testing of a Visual Active Learn-

ing technique for labelling soundscape ecology data is the major contribution of this 

study. The authors employ multidimensional projections to underpin the process of 

user-centered labelling. To summaries data detailed in visualizations, they suggest 

"Time Line Spectrogram" (TLS) visualizations. The authors examine the efficacy of 

their approach in labelling soundscape ecology data using actual data on birds, frogs, 

and insects. They compare their method to others and demonstrate that it exceeds them 

in terms of accuracy and efficiency [9, 10].   

In another publication [11], the authors offer a unique hybrid framework for mining 

data streams that combines active and semi-supervised learning. The authors offer two 

techniques families based on blind and informed approaches, which result in seven al-

gorithms for enabling active learning with self-labeling. They undertake a rigorous ex-

perimental analysis on real data streams with varying labelling budgets, demonstrating 

the benefits of adopting hybrid solutions when accessible class labels are few, particu-

larly in extremely low budget scenarios [12]. The article emphasizes the difficulties of 

mining data streams in real-time and on a limited budget, where labelling vast volumes 

of data may be costly and time-consuming. The proposed hybrid technique combines 

active learning, in which the algorithm picks the most informative examples to label, 

with self-labeling, in which the system labels unlabeled data using its own predictions. 

This method decreases labelling costs while retaining excellent accuracy. The authors 

present thorough experimental data demonstrating the efficacy of their suggested algo-

rithms in a variety of settings. They also make recommendations on where these algo-

rithms should be used. Overall, this preprint gives useful insights on how to mine data 

streams quickly and cheaply utilizing active learning and self-labeling approaches [13, 

14].  

The research article "Automatically Labelling Video Data Using Multi-class Active 

Learning" provides a novel way to labelling video data. According to the scientists, 

manually labelling video footage is time-consuming and prone to human mistake, and 

it finally becomes impractical for enormous volumes of data. To solve this issue, the 

authors present a unified multi-class active learning strategy that use active learning 

techniques to choose the most informative instances for labelling while requiring the 

least amount of human work. The study analyses the efficacy of this technique and its 

prospective applications in visual information retrieval, object identification, and hu-

man activity modelling [15]. The authors broaden the active learning technique from 



binary to many classes, allowing the learning algorithm to choose the most useful un-

labeled input for all classes rather than just binary classes. They also offer and assess a 

variety of practical sample selection procedures [16].  

This study has important implications for industries such as video surveillance and 

content analysis, where enormous volumes of video data must be reliably and effec-

tively labeled. Overall [15] offers a novel approach to a prevalent challenge in computer 

vision applications. The suggested method has demonstrated promising results in terms 

of minimizing human labor while retaining good labelling accuracy in video data.   

4 Proposed Methodology 

We will utilize a combination of literature research and empirical evaluations to explore 

the efficiency of active learning for decreasing data labeling costs in supervised ma-

chine learning. We will begin by conducting a thorough study of the literature on active 

learning and its applications to diverse machine learning problems such as text classi-

fication, image recognition, and object identification. This review aims to shed light on 

the potential advantages and limitations of active learning while also aiding in the se-

lection of the most effective active learning algorithms for various task categories. 

Subsequently, we will undertake empirical evaluations to gauge the effectiveness of 

active learning in mitigating data labeling expenses within the realm of supervised ma-

chine learning. We will leverage benchmark datasets spanning diverse domains, includ-

ing text classification, image recognition, and object detection. For each dataset, we 

will compare the performance of active learning against conventional supervised learn-

ing methods like random sampling and full labeling in terms of both the quantity of 

labeled instances required for training and the resulting accuracy. Furthermore, we will 

delve into factors affecting active learning success, such as task complexity and dataset 

attributes. 

To conclude, we will explore the trade-offs and constraints inherent in the utilization 

of active learning to curtail data labeling costs, accompanied by practical recommen-

dations for addressing these challenges in real-world implementations. Our goal is to 

provide a thorough understanding of the possible benefits and limitations of active 

learning, as well as to assist practitioners in determining whether active learning is a 

viable alternative for their unique applications. 

4.1 Dataset Description  

The Fashion MNIST dataset has been used for this active learning task. The Fashion 

MNIST dataset, which consists of 70,000 grayscale images of 28x28 pixels displaying 

ten different apparel item categories, is a commonly used benchmark dataset in com-

puter vision research. The dataset is divided into two parts: a training set of 60,000 

photographs and a test set of 10,000 images, with each image labeled with the clothing 

item category to which it belongs [8].  
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T-shirt/top, Trouser, Sneaker, Bag, Pullover, Sandal, Shirt, Dress, Coat and Ankle 

boot are the dataset's ten classes. The photos in the dataset are grayscale, with the pixel 

values preprocessed to center and normalize them. 

4.2 Processing 

The Fashion MNIST dataset active learning procedure consists of four steps: 

• Initialization: 30000 samples from the training dataset have been chosen at random, 

and only their labels are considered to be existing. All the other 30000 images are 

considered unlabeled. 

• Querying: The active learning algorithm selects a subset of unlabeled data points 

from the dataset that are most relevant to the model after training the initial model. 

This is accomplished through the use of a query method that finds samples about 

which the model is unclear or samples that are on the decision border. The chosen 

samples are labeled by an expert or annotator, and their labels are added to the la-

beled dataset. Because this procedure can be time-consuming and costly, the goal of 

active learning is to reduce the number of samples that must be labeled in order to 

obtain high model performance. The revised labeled dataset is then used to train a 

new model, and the procedure is repeated until the required level is reached. 

• Labeling: When the desired accuracy has been reached, this model is used to label 

the unlabeled data points. 

• Evaluation: After the labeling, the model’s accuracy is tested and compared to that 

of random sampling, which is considered the baseline approach for labeling. We 

measure the performance of the model’s using accuracy, precision, recall, and F1-

score. 

4.3 Approaches Used  

Uncertainty Sampling: One of the most popular approaches in active learning is uncer-

tainty sampling. On our labeled data of 30000 images, we trained a deep convolutional 

neural network (CNN) and its performance was evaluated on a test set[13]. 

Then, using the unlabeled data, we employ the uncertainty sampling approach to 

select the most informative samples. We specifically choose the samples for which the 

model is most uncertain, i.e., the samples for which the model produces the probability 

distribution over all possible classes with the maximum entropy. The reasoning behind 

this technique is that the model will benefit the most from the most uncertain samples. 

• Least Confidence: For each item, the difference between 1 (100% confidence) and 

the most confidently predicted label is used to calculate the least confidence. Alt-

hough confidence alone can be used to rank order, it can be advantageous to trans-

form the uncertainty scores to a 0-1 range, with 1 being the most uncertain score. In 

that situation, the score must be normalized. The value is subtracted from 1, then 

multiplied by n/(1-n), where n is the number of labels. This is because the minimal 

confidence can never be less than one divided by the number of labels, indicating 



that all labels have the same expected confidence. The least confidence approach is 

the most basic and widely used; it provides a ranked list of predictions in which you 

sample objects with the lowest confidence for their anticipated label. 

• Deep Bayesian Active Learning: The DBAL(Deep Bayesian Active Learning) 

method includes picking the most informative samples from a huge pool of unla-

beled Fashion MNIST photos repeatedly and using the real labels of those data 

points. In a real world setting, instead of using already labeled data, it would be better 

to ask for labels from an expert in that specific field.  The model is then trained on 

the newly labeled samples, and the process is continued until the required level of 

performance is attained. The most useful samples for labeling are picked using ac-

quisition functions depending on model uncertainty, such as entropy and variation 

ratios [10]. 

• Diversity Sampling: In active learning, diversity sampling is an approach for select-

ing samples that are diverse and representative of the underlying distribution. The 

aim behind diversity sampling is to choose samples that differ from those that have 

previously been labeled in order to cover a greater range of the input space and elim-

inate redundancy in the labeled data [9]. There are various approaches to measuring 

diversity, but one popular strategy is to employ a distance metric, such as Euclidean 

distance or cosine similarity, to quantify the dissimilarity between the new and la-

beled samples. The underlying assumption is that varied samples are ones that are 

far off from the labeled samples in the input space.  

In practice, this method is suitable for the Fashion MNIST dataset since it is an image 

dataset. This strategy decreases labeling costs while retaining excellent model perfor-

mance by picking a limited selection of useful photos for labeling. 

• Query by Committee Sampling: QBC sampling is a prominent active learning ap-

proach for selecting samples for annotation based on disagreement among a com-

mittee of multiple classifiers. The primary principle underlying QBC is to choose 

samples that are challenging to classify in order to increase the classifier's perfor-

mance. The QBC method entails training a committee of multiple classifiers on the 

labeled data available. To capture distinct characteristics of the underlying distribu-

tion, each classifier in the committee is trained using a different model architecture 

or a separate set of hyperparameters. After the committee has been taught, the unla-

beled samples are queried depending on the committee members' disagreements. 

The samples with the highest levels of disagreement are then chosen for annotation. 

• Ensemble Variation Ratio (Ens-varR): The ENS-Var approach was created primarily 

for image classification applications involving convolutional neural networks 

(CNNs). The strategy entails training an ensemble of CNNs on labeled data and then 

using them to predict on unlabeled data. The variation of these forecasts is then used 

to calculate uncertainty, with more variance suggesting greater uncertainty. The 

samples with the greatest uncertainty are then chosen for labeling in order to increase 

the model's accuracy. This method is continued iteratively until the desired degree 

of precision is attained or the labeling budget is depleted. On increasingly compli-

cated datasets like MNIST and CIFAR-10, our experiments suggest that ENS-Var 

outperforms alternative active learning methods. 
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5 Results  

The results showed that all active learning algorithms outperformed the baseline model 

that used all available labeled data. BALD achieved the highest mean classification 

accuracy of 91.31%, followed closely by ensemble varR with a mean accuracy of 

90.56%. The accuracies of DBAL and coreset were 89.88% and 89.65%, respectively, 

which are not far behind those of DBAL and ensemble varR. Least confidence had the 

lowest mean accuracy of 89.12%. Table 1 showcases the accuracies achieved by all of 

the above stated algorithms on the Fashion MNIST dataset. Table 2 further showcases 

the classification report per label or class for the best performing model, BALD. 

 

 

Fig. 1. Shows the graph for Accuracy comparison for different AL methods.  

Table 1. Accuracy of Different Algorithms when 50% of data is considered labeled.  

Algorithm  Accuracy  

DBAL 89.88% 

BALD 91.31% 

Corset 89.65% 

Least Confidence  89.12% 

Ensemble varR 90.56% 

 

Table 2. Classification report of best performing algorithm (BALD) 

Class Precision Recall F1-Score Support 

0 T-shirt/Top 0.89 0.88 0.88 100 

1 Trouser  0.95 0.92 0.93 100 

2 Pullover 0.92 0.89 0.90 100 

3 Dress 0.89 0.91 0.90 100 

4 Coat 0.80 0.92 0.86 100 

5 Sandal 0.93 0.91 0.92 100 

6 Shirt 0.81 0.72 0.75 100 

7 Sneakers 0.95 0.95 0.95 100 

8 Bag 0.97 0.98 0.98 100 

9 Ankle Boot 0.96 0.97 0.97 100 

Avg/Total 0.91 0.91 0.91 1000 



6 Conclusion 

The findings of the studies showed that active learning algorithms may greatly lower 

the quantity of labeled instances required to achieve high classification accuracy, hence 

lowering the overall costs associated with data labeling. In in- stance, when 50% of the 

data is taken into account to be labeled, the BALD algorithm attained a high accuracy 

of 91.31%.  

These results have significant repercussions for real-world supervised ma- chine 

learning applications, particularly when big datasets are involved. Active learning 

methods may drastically reduce the expense and time needed for data labeling, which 

can make the process of constructing and deploying machine learning models more 

effective and efficient. This is done by minimizing the number of labeled instances 

needed for training. Therefore, this study emphasizes the potential advantages of active 

learning for cutting costs associated with data labeling in supervised machine learning.  

The outcomes demonstrate that the BALD algorithm, alongside DBAL, coreset, least 

confidence, and ensembled varR are successful technique for attaining high classifica-

tion accuracy while lowering data labeling expenses, and it is anticipated that future 

research will further investigate the possibilities of active learning in other applications 

and with additional datasets.  
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