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The move towards Network Enabled Capability (NE@)the UK Ministry of Defence is
designed to achieve enhanced military effect thinaihg networking and coherent integration
of existing and future resources including senseeapon systems, and decision makers to
achieve a more flexible and responsive militaryisTpaper addresses the existing reliability
and sustainability issues of large-scale militaggtems and proposes new architectural
approaches of dynamic service integration for NBCatlapt to evolution occurring in
services and capability for constructing next gatien software-intensive military systems.
The reliability and performance of the proposechidectural approaches have been verified
through modelling and simulation of Service Oriehtérchitecture for NEC and
demonstrated through developing and testing a NE&em for a region surveillance
capability scenario. The experimental results iatticthat the proposed architectural
approaches provide a high-level of reliability amtainability in the provision of NEC.
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1. Introduction

Service-Oriented Architecture (SOA) is concernethwhe structure of service provision

and consumption and the infrastructure to supguetinteractions. The architecture is

made of service suppliers and consumers, with grgphdvertising through registries or

brokers for consumers to discover (Russell and 2097, Alonso et al., 2004). Loose

coupling is one of the key architectural principlels SOA. This enables services to

maintain a relationship that minimises dependenai® only requires maintaining an

awareness of each other. The loose coupling of 8@&bles service implementations to

be inter-changed and modified.



The use of SOA has been motivated by many indgstlenging focus from
product delivery to service-based delivery. Theukon service delivery has also been
apparent in software, where networking has becoastef, more reliable and more
available through reduced cost. The approach to $®Aoftware enables business
process integration that characterises businesstims as services, and integrates
dynamically across departments and organisatiohs.cbnceptual SOA can be used to
integrate businesses, systems and computing ameur(fTsai et al., 2006a) by using
different levels of abstraction.

Capability is the ability to achieve a specific tuae objective (DoD, 1994).
Network Enabled Capability (NEC) is the U.K. Mimgbf Defence (MoD)’s response to
the quickly changing conflict environment in whigk forces must operate. Using the
definition adopted in the Network Enabled Capapilfhrough Innovative System
Engineering (NECTISE) project, NEC is the integratiof assets to fulfil a mission
objective (Liu et al., 2008a). The NEC initiativecognises that offering functionality is
the main requirement in supporting military capdpiland that functionality can be
delivered without ownership of the delivery meclsami From the Defence Industrial
Strategy: “We are seeing a shift away from platfasrrented programme towards a
capability-based approach”(UK Ministry of Defen@€05a), suppliers can be allowed to
respond to customers needs, providing the delivaryappropriate and up-to-date
solutions into the military rather than respondiogequirements for specific equipments.

To respond to this need, the U.K. EPSRC and BAReBys jointly funded the
NECTISE project, which is addressing the questibhmaw industries deliver elements

that contribute to NEC for its customers, takingast of the aims summarised in the



2005 Defence Industrial Strategy (UK Ministry of fBece, 2005a). The architecture for
NEC is about integrating distributed systems angvokks by addressing such concerns
as availability, accessibility, integrity, relialyl, security, maintainability and resilience.
One of the objectives of the NECTISE project isdavelop a systematic approach that
would lead to evolutionary architectures for thriotlide evolution, which is addressed in
this paper.

NEC is about the coherent integration of sensasistbn-makers, weapon systems
and support capabilities to achieve the desireecefflUK Ministry of Defence, 2005b).
However, ongoing evolution, such as evolution e¥ises and evolution of requirements,
significantly influence the reliability of NEC praton (Liu et al., 2008a, Liu et al., 2009).
The reliability means continuity of correct servi@&vizienis et al., 2004). In order to
provide reliable and sustainable capability in tiesv context of NEC, new approaches
are needed to cope with ongoing evolution in dymaemvironments without halting the
operation of the NEC system.

In this paper, we present an innovative model fmeawith the effect of the evolution
of services and requirements for the provision effable and sustainable military
capability in a network enabled environment. Themneantributions of our work are: (1)
using the concepts of evolutionary service-orierdechitecture (Liu et al., 2008b) and
dynamic workflow management to enable dynamic seruntegration for provision of
reliable and sustainable military capability; (23@A-based approach of the mechanisms
of redundant service binding and dynamic servicealiery to cope with evolution of
services in the provision of capability; and (3yelf-adaptive approach that is able to

dynamically evaluate the influence of evolutioncapability and self-configure services



to adapt to the evolution of capability. The relidp of implementing these approaches
for delivery of capability has been evaluated bydations in a dynamic environment.
The architectural approaches have been used tdogesedemonstration system for a
region surveillance capability scenario.

The rest of the paper is organised as follows.i@e@ discusses related work on
Web service composition and integration. The seraigented architecture for NEC is
discussed in Section 3. In Section 4, the religbéind performance of the architecture for
the provision of NEC are evaluated by simulatians idynamic environment. The NEC
demonstration system for regional surveillancelltsstrate the use of SOA for NEC is

introduced in Section 5. In Section 6, conclusiaresdrawn and future work is described.

2. Related Work

Web services implement SOA. In the last decadeinaber of Web Service composition
frameworks and applications have been developednsdl et.al (Alonso et al., 2004)
described six different dimensions of web serviomposition models which can make
different assumption of types of components comsille The disadvantages of
composition models are making composition work mareolved because of the
heterogeneity of the components. Web Services CeitgpApplication Framework (WS-

CAF) (OASIS, 2006) is an open an open frameworketti;yed by OASIS. The purpose
of the OASIS WS-CAF is to define a generic and ofsamework for applications that

contain multiple services used in combination.

eFlow (Casati et al., 2000), developed by HP, isystem for the specification,
enactment and management of composite serviceatiGasl Sha, 2001). Composite

services are modelled by a graph which definesfltdve of service invocations. eFlow



provides the dynamic features to cope with thedigpevolving business environment
where Web services are used. BPEL (Andrews e2@D3) is a standard business process
execution language which forms the necessary teahfoundation for multiple usage
patterns including both the descriptions of prodessrface for business protocols and
executable process models. BPEL is based on BPELdW#&ission from Microsoft,
IBM and BEA. However, vendor specific BPEL engimgsnot all support the complete
standard and many of them have their own propriettensions. In addition, BPEL does
not support quality of service and security, whiohke it difficult to capture real-time
execution requirements. In the SOA for NEC, thdnitedn of the term ‘service’ is not
limited to Web Services and is not restricted tecsjic technologies. Services include

other system resources and processes, which aresadd in this paper.

3. Design for Evolution

Architectural design for evolution is one of objeets set in the NECTISE project. A
systematic approach needs to be developed thadwead! to flexible architectures for
through-life evolution. A process architecture tbe agile delivery of capability that
enables evolution is illustrated in Figure 1.

The architecture for agile delivery of capabilitgncbe classified into three layers:
capability layer, integration layer and servicedayn the capability layer, new capability
requirements are determined through long to mediemm capability planning. In the
integration layer, configurations and specificatioof capability are defined based on
these requirements. Configuration defines the &atambination of services used to
implement the capability. This allows the abstr@mtcept of the capability to be defined

in terms of a set of abstract specifications wldokier service interfaces, functional and



non-functional behaviours. Functional behaviourudes describing data formats, pre
and post conditions and the operation performedthy service. Non-functional
behaviour includes accuracy, security, timing atigeo quality of service parameters.

Capability in terms of quality of services is oditlee scope of the current work.
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Figure 1: Agile delivery of capability
In the service layer, services which may be pravide the military networked
systems and platforms are evaluated based on testvace and quality of service. The
gap between current services and requirements edifggations are identified. The
service evaluation function decides whether to igveew services or bind to existing
services for the provision of military capability; both. Finally, the selected services are
integrated with a dynamic workflow and tested (Tetaal., 2008) in order to deliver a
high-level military capability. The decision can beade according to the timescale of

provision of capability. In response to urgent esxfs for change of capability, the



evaluation function prefers to dynamically bind@o upgrade) current service rather than

to develop new service from scratch.
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Figure 2: Service-oriented architecture for the del  ivery of capability

Figure 2 illustrates SOA for the delivery of capipiwhere only binding to existing
services is considered. In this architecture, gdatiorm provides a number of services,
each service performs a set of functions, and tlbasebe integrated to form a higher
level of functionality to deliver a capability. Dgmic binding allows common functions
to be identified in different system implementasaacross platforms. The architecture
enables functions from different systems acros#fgutas to be integrated to provide
capability in a loosely coupled manner. For examaltank is a platform which provides
services, such as movement, surveillance, and wedglovery services. The surveillance
service includes functions for environmental sufaece, situation surveillance and
target surveillance. The environmental surveillafuwceetion may be combined with other
functions to form a higher level metrological seevithat contributes to an Airborne

Strike capability.

3.1 Motivations for Evolution



Using the definition adopted in NECTISE, NEC is theegration of systems to fulfil a
mission objective. NEC requires system integratddnindependent services that can
evolve, operate in a dependable manner where éwolaif services can be handled
without interruption of the provision of NEC (Ruliss al., May 2008).

For provision of reliable and sustainable capahiltvolution must be coped with in
dynamic environments. The motivations for evolution NEC are multiple (Webster et
al., 2008a), such as

Fault removal

- Customer Need
- Competition — between suppliers in provision areléhemy in operations
- Technology Development and Change (e.qg. initiat,coaturation, phase-out)
- Standards (technical, etc.)
Efficiency
- Architectural optimization
- Obsolescence

Legislation/Litigation

Evolution occurring in capability is usually causeg one or multiple drivers
mentioned above. For example, improvements in ghfyatequired to meet emerging
operational threats may also take advantage ofragain technology. In SOA, services
can have their own lifecycles independent of tfexiicle for capability. Evolution could
occur either in services or in capability, or bofhis can lead to compatibility issues and
affect the reliability of the provision of capabjli In order to provide reliable and

sustainable capability, upgrades needs to be peedmwithout having to lose capability



by taking equipment out of service for prolongedgqus. In the next subsection, two new
architectural mechanisms — redundant service bindimd dynamic service discovery -
are presented which are able to adapt to diffetgoes of evolution of services at

runtime.

3.2 Evolution of Services

Ongoing changes, such as changes of platforms &lding and removing services from
platforms) and changes of networks (e.g., netwookles joining and leaving the
network), can influence the dependability of capigbiprovision. From a service
perspective, evolution of services may cause prebléor the provision of reliable and
sustainable capability which is capable of copinghwchanges without halting the
provision of NEC. When a service is updated, itdtidoe ensured that it conforms to the
requirement in the integration layer. The provisadrcapability should not be interrupted
even if one of the bound services offering the ested functions is replaced or updated

from the platform.
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Figure 3: Changes of platform
As shown in Figure 2, services from different patfis can be integrated to deliver

a capability. However, when a failure occurs inv@sr A as shown in Figure 3, it could



no longer conform to the requirement in the intégralayer to deliver capabilit 1.
CapabilityC1 would be lost in this case due to the failure efveA. To address this
issue, we propose two mechanisms for the reliatdesastainable provision of capability

- Redundant Service Binding and Dynamic Service@®isry.

3.2.1 Redundant Service Binding

Redundant service binding is a technique to imprtheereliability of the provision of

capability. For example, a supplier may need tonta@ several aircraft to make one
available at any time. The new service developrmpentess, which is in the service layer
of the architecture shown in Figure 1, is used ¢getbp a new service where further

instances of an existing function are needed teeselthe desired level of redundancy.

(e @ )

Qntegration @ @ e )

T S
service fai|<Bi"ding @/ /G@\ E\ )
—————

Service A Service B Service C Service D Service E Service F Service G
Platform A Platform B Platform C Platform D

-n
w
me

=

Figure 4: Redundant service binding
In order to provide a reliable capability, the reqd functions need to be provided
by multiple services allocated to different platfe. The reconfiguration algorithm can
switch to one of backup services in case of failofdnitial service. The distributed
recovery block (DRB) scheme (Kim and Welch, 1989)applied to minimise the
reconfiguration time of integration. The DRB scheimmecapable of effecting forward

recovery while handling both hardware and softwaudts in a uniform manner. Forward



recovery means that if a failure occurs, the systemestored from an earlier backup.
Figure 4 shows an example of redundant serviceifgnds shown in Figure 4, when a
failure occurs in servicd, the required function provided by the backup ser€ can

still work for the provision of capability.

3.2.2 Dynamic Service Discovery

Redundant service binding may increase the reiiglaf the provision of capability, but
the provision of more services may mean higher cb#te provision of a capability and
affect affordability. Moreover, redundant servicesy improve the reliability at a certain
time point. They do not handle evolution resultirgn ongoing changes. In the example
shown in Figure 5, when servigefails, the reconfiguration algorithm can switchtbe
backup servic€ to continue to deliver capability. However, if thackup servic€ fails

afterward as shown in Figure 5, the capabilitytiislest.
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Figure 5: Example of capability loss with redundant service binding

To address this problem, the system should betaldgnamically discover and re-
configure new services to provide the requestedtion to compensate for lost services.
Figure 6 illustrates an example of capability rdapmation with both redundant service

binding and dynamic service discovery. When senAcis not available for use, the



reconfiguration algorithm will not only switch ttné backup servic€ to continue to
deliver capability, but also simultaneously seatisd service registry to discover and
subscribe to a new service with the requested immé&tl to compensate the lost service.
In this case, servic& is found and bound. When the serviCefails, service E will
automatically take its place and perform the retptedunction for the provision of

capabilityCL
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Figure 6: Reconfiguration with redundant service bi nding and dynamic
service discovery

3.3 Evolution of Capability

Apart from evolution of services, evolution of chp#éy can also cause potential
problems affecting the reliability of provision chpability. Stakeholders in capability
development often change their requirements whercéipability has been delivered, in

accordance with changes of environment and theiddsiéWebster et al., 2008a).

. Get map Get radar Dlsplay targets
Integration . . .
information readings on map

Figure 7: Workflow of service integration




In this section, a region surveillance capabilitgrsgario is used as an exemplar to
demonstrate the evolution of capability and to ysmlthe potential influence of
capability evolution. We are aiming to get a fimrssight of how to use an architectural
approach to cope with the effect of the evolutidncapability for the provision of
capability. In a NEC-enabled battlefield, a numb&radar sensors supply data through
services. The network of radar sensors is modelbedeniently as a dynamic network of
services, facilitating ongoing changes. In the nledesystem, a surveillance user can
submit real-time requests to the system for infdiomaof Points of Interest (POIS) in a
specified region. A sequence of services (suchGaet tap information” and “Get radar
reading”, “Display targets on map”) can be operated workflow in order to provide a
regional surveillance capability, like the onesltated in Figure 7.

Existing research work on workflow patterns (Aastal., 2003) provides a set of
useful tools for analysis and design of workflow fdynamic service integration. A
workflow pattern is a form of design patterns spedo the development of workflow
applications. Some workflow patterns (Aalst et2003) are listed below:

Sequence Pattern: An activity in a workflow procisssnabled after the completion of
another activity in the same process.

Parallel Split Pattern: A point in the workflow mess where a single thread of control
splits into multiple threads of control which ca@ éxecuted in parallel, thus allowing
activities to be executed simultaneously or in arder.

Multiple Choice Pattern: A point in the workflowquess where, based on a decision
or workflow control data, a number of branchescresen.

Simple Merge Pattern: A point in the workflow presevhere two or more alternative



branches come together without synchronization.
Synchronizing Merge Pattern: A point in the wookil process where multiple paths

converge into one single thread; Synchronizatioededo take place if more than one

-

Figure 8: A workflow pattern for a specific deliver y of capability

paths are taken.

The service integration can be abstracted by usioikflow patterns as shown in
Figure 8, wherd-1 represents the service of getting map informatiihrepresents the
service of getting radar reading aR8 represents the service of displaying targets on
map. The capability could be evolved according hanges of environment and users’

needs. Two types of possible evolution are illusttdoelow:

Capability
Capability @
Gtegration @ ) .
Integration

Figure 9: A possible capability evolution (Case 1)
Case 1 In the modelled battlefield, Armed Forces notyomave a network of radar
sensors which can provide surveillance, but alswmber of Unmanned Air Vehicles
(UAVs) operating in the area. Information abouti®eiof Interest, POIs, can also be

obtained from the UAV sensors. In this case, thegimal workflow is evolved to a new



version of workflow established on demand with althdie Choice pattern (Aalst et al.,
2003) as shown in Figure 9, whdrd represents the service of getting readings from
UAVs. The capability could be delivered if eithE2 or F4, or bothF2 and F4, are

successfully executed.
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Figure 10: A possible capability evolution (Case 2)

Case 2 It is decided that some POls are more importaiat @ more aggressive
surveillance capability needs to be establishedce ¢bmmander decides to launch a
number of UAVs to provide mixed surveillance capigbiin conjunction with the
deployed radars near the battlefield. The capgbiit evolved with the additional
requirement to a new version of capability defimath a Parallel Split pattern (Aalst et
al., 2003) illustrated in Figure 10. The new capgbtould be delivered only in case that
both the service$:2 andF4 are implemented successfully.

The reliability of provision of service integratimould be affected by the evolution
of capabilities in both cases mentioned abovehis $ection, the impact on reliability
due to evolution of capabilities is investigated tine architecture layer with a
mathematical model. In this modeljs defined as the probability of failing to conheac
service for integration. By configuring two sensgder performing a required function as

shown in Figure 4, the probability of failure ofequired function for service integration

is p®. In the original case without evolution, thife@ctions are integrated in a workflow



to deliver a capability. Since all three functioaie necessary for the provision of a

capability, the probability of successful servicgepration is(l— p2)3 in the original

example.
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Figure 11: Evolution of capability (Case 1)

In Case 1 as illustrated in Figure 11, the capgbian be delivered if eithdf2 or

F4 is available. The probability of successful sesvintegration is(l- pz)z(l- p“) in

3

Case 1. Sincdl- p?)'{i- p*): (1- p?)° (0£ p£1), the reliability of provision of

capabilities could be improved by the evolutiorCiase 1.
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Figure 12: Evolution of capability (Case 2)



In Case 2, the capability could be delivered onhew bothF2 andF4 are available

as shown in Figure 12. In Case 2, the reliabilitypmvision of capability is(l- p2)4.

since (1- p?)' £(t- p?)° (0£ p£1), the self-diagnosis function identities that the
reliability of capability is decreased in Case 2sown in Figure 13. For a better
understanding of influence of evolution, the wookil in Case 2 is divided into three
phases as shown in Figure 12. The success prdleshibf the three phases are:
1- p?, (1- pz)z, and1- p?, respectively. The phase 2 is the weak point i@ th
workflow. Its success probability is lower than theginal success probability prior to

evolution: P :(1- p2)2£P =1- p?> (0£ p£1). To address this issue, the self-

evo org
diagnosis function invokes self-configuration fuont to proactively modify its

behaviour to self-adapt the evolution of capab#isyshown in Figure 13.

'

'

Figure 13: self-adaptive configuration for provisio n of capability
The redundancy needs to be dynamically self-jestifin order to cope with the

impact of service integration. As discussed abdve,success probability of the second

phase is evaluated &, = (1- p*)°, whereR is redundancy of service binding which is



defined by the number of services bound for perfogha required function to deliver a
capability. For sustainable provision of capabijlitgore services R>2) need to be

added and configured to provide each functih and F4 to enable its Cumulative
Distribution Function (CDF) smaller than the ongi CDF prior to the evolution, where

x defined as the probability of failing to connedavice for integration
R )2 1 2
- x*faxs @- x)dx. @

The inequality (1) is satisfied only in the caseRof 4. More services configured
mean higher cost. In this case, the minimum vaue4 is adopted to minimise the cost

of the sustainable provision of capability as iitated in Figure 14.

CCapability

Integration

)

Phase 3

?

oo EFoNgo) )
[@@@@@ DR EEE][ETEE

Service A Service B Service C Service D Service E Service F Service G
latform A Platform B Platform C Platform D

Figure 14: Evolution (Case 2) with adaptive service reconfiguration

This probabilistic model discussed above can béiexppo different cases. The aim
of the model is to reconfigure services to maintam reliability of capability provision,
where the reliability after the evolution of cagdapishould be no less than the reliability
of original configuration. Minimum redundan&yis suggested to minimise the influence

of the affordability of the capability provision.



4. Evaluation

In this section, the reliability and performance prbvision of capability on SOA are
evaluated using simulations to see whether thetaothral approaches described above,
can achieve enhanced performance for the delivérywetwork enabled capability.
Dependable dynamic service integration enablesicgsvto be integrated both
dependably coping with evolution of services andqumements and dynamically at
runtime across departments and organisations. Moe architectural approaches for
dependable dynamic service integration for theveeyi of networked enabled capability
were simulated in different situations: (1) an S@#sed approach of the mechanisms of
redundant service binding and dynamic service dmsgoto cope with evolution of
services in the provision of capability; and (2yelf-adaptive approach that is able to
dynamically evaluate the influence of evolution @fguirements and self-configure

services to adapt to the evolution of capability.

4.1 Simulation Setup

The simulation model has been developed using @ka grogramming language. The
main components of the simulation model are ilatew in Figure 15.

Different systems have different topologies. Butnghaf them are evolving from
random topology (Watts, 2005). The simulation sté@m random platform composition
and topology to see the influence of capabilityletton. In the simulations, a network
was setup containing thirty platforms (e.g., tenjanaea platforms and twenty air
platforms). Fifteen different high level functionsere generated and each service

performed three functions. Each platform providee fservices which were randomly



selected from a pool of 100 services. Each platfeandomly connected to four other

platforms bi-directionally and formed a random togy.

l Input parameter settings
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‘ Evaluation of capability ‘
‘ Results logging and statistic analysis ‘
-

l Output restuls

Figure 15: Simulation model

As noted above, ongoing changes could be causeddiyg and removing services

from platforms. To simulate the evolution of platfs, one platform was randomly

selected and upgraded to provide one extra seteicthe network and update one

platform to remove one previously provided seriam the network every hour in a



simulation loop. The availability of each platfonras set at 70% in all simulations. In
the simulations, two servicesR(=2) providing a required function were bound and
configured as illustrated in Figure 4, if no otlsetting is mentioned.

In response to this need, simulations employingngnparameters were carried out
to show the performance of delivering real-timeatality on SOA. Based on (Martinello
et al., 2003, Powell, 2003), the service respomse,tthe delay of error detection,
rollback and switching a backup service were s& 2seconds, 2 seconds, 1 second and
2 seconds, respectively. In contrast to servicedib@g the process of new service
discovery, verification (model checking) and vatida (testing) (Tsai et al., 2006b) is
much more complex and time consuming. A longerydelathe process (100 seconds)

was set up in the simulations.

4.2 Simulation Results

Owing to many customised functions offered, theeeraany combinations of parameters
to experiment with, which could generate far tomgngraphs to analyse. In this section,
we only present an analysis of simulation resulienfthe most pertinent experiments as

we See.

4.2.1 Effect of Evolution of Services

4.2.1.1 Redundant Service Binding

As noted above, redundant service binding couldrigway to improve the reliability of
the provision of capability. In this section, theliability of capability provision is
compared by means of using different redunddfcyhe simulation parameters changed

for this experiment are shown in Table 1.



Table 1. Changes to parameters for simulation
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Figure 16: Reliability of capability provision with redundant service binding

Figure 16 shows the reliability of capability prexn in the networks where one,
two, three and four services providing a requinaaction are bound and configured for
the provision of a capability, respectively. As wimoin Figure 16, redundant services
increase the reliability of the provision of capiipi The capability configured with the
highest redundancyR = 4) achieves the highest reliability. The reliabilay capability
provision is not constant as a function of time detreases due to platform failure

causing loss of services and functions.

4.2.1.2 Dynamic Service Discovery

In this experiment, we examine the reliability apability provision with redundant

service binding R=2) and dynamic service discovery (as described ttiG@e 3.2.2),



and compatre its reliability with capability prowsi with redundant service binding only
(R=2), as described in Section 3.2.1.

Figure 17 shows the reliability of capability prenin using dynamic service
discovery with redundant service binding. As shawtrigure 17, sustainable provision
of capability with high reliability is achieved witredundant service binding and dynamic
service discovery in the simulation environmeR=3), since new services have been
dynamically discovered to compensate the loss wics. Dynamic changes caused by

evolution of network and platforms have been mas#gdled in this case.
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—e— Provision without redundant service binding (R=1)

—a— Provision with redundant service binding (R=2)
—a— Provision with redundant service binding and dynamic service discovery (R=2)
Provision with redundant service binding and dynamic service discovery (R=3)

Figure 17: Reliability of capability provision with redundant service binding
and dynamic service discovery

From the results shown in Figure 17, the reliapilicreases by 89% by changiRg
from 1 to 2. However, reliability grows by only alidl9% by modifyingR from 2 to 3.
Since dynamic service discovery with the highesturelancy achieves the highest
reliability, multiple services R3 3) providing each required function need to be

configured to deliver a critical capability withdh assurance requirements. But the



provision of more services could lead to highert @l affect affordability. In contrast,
the redundancyr =2 could be considered for the development of noticaticapability,
which can achieve a significantly improved relidapil (compared toR=1) with

comparable cost.

4.2.1.3 Time-constrained capability provision
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Figure 18: Mean time to deliver a capability

Figure 18 shows the simulation results of mean tiongeliver a capability. As shown in
Figure 18, redundant service binding significariguces the capability delivery time
which is reduced by 63% by changiRgfrom 1 to 2. But additional redundant service
(R=3) contribute little to the further reduction of &mnThe result suggests that
redundant service binding is essential for delivgra real-time capability in a dynamic
environment and the sustainable real-time capgbiidn be achieved with our

architectural approach.

4.2.2 Effect of Evolution of Capability



In this section, simulations were carried out towglthe effect of evolution of service
integration. Two types of evolution: Case 1 andeCagas discussed in Section 3.3) have
been injected into the simulations at the 30th hour
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Figure 19: Reliability with evolution in (a) Case 1  ; (b) Case 2

Figure 19(a) shows the reliability of provision cdpability with the evolution in
Case 1. From the results shown in Figure 19(a)cavesee that reliability increases by
the evolution of capability with the positive impaxf the evolution as we analysed in
Section 3.3. Figure 19(b) shows the reliability mfovision of capability with the
evolution in Case 2. As shown in Figure 19(b), éwelution of capability in Case 2

negatively affects the reliability.
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Figure 20: Provision of capability with adaptive re -configuration (Case 2)

Figure 20 shows the reliability of provision of edyiity with proactive
reconfiguration introduced in Section 3.3.1. Orfee ¢volution of capability occurred at
the 30" hour, the reconfiguration algorithm of the new miocan autonomously identify
the impact of the evolution and self-adapt the neldmcy of F2 and F4 to
R =4accordingly. From the results shown in Figure @, negative impact of evolution
in Case 2 has been handled by the proactive ssdirdstic and self-adaptive technique.
The sustainable provision of capability has beehieaed through dynamic service

integration and reconfiguration.

5. Case Study: Region Surveillance

The reliability and performance of provision of ebpity on SOA have been verified
through modelling and simulations. A NEC demonsgirasystem has been developed
and tested to further ascertain that the implententaf the SOA approach is suitable for
use in a real case. This system shows the dynasmiice integration of a network of
sensors on a battlefield to provide a reliableaeai surveillance capability. The core of

the approach is the process of mapping high-lesglirements for capability onto the



invocation of actual services. This approach alldtws establishment of a dynamic

workflow of service composition (Figure 21) and dymic search for services and on the
fly planning through dynamic integration of sendgc&he competitive advantage, such as
timeliness, reliability and fault tolerance, can d&hieved through the dynamic service

discovery, composition and integration.
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Figure 21: Dynamic workflow of service compaosition

Systems

The intent is to demonstrate the architectural @ggn to engineering and using
systems in NEC. The main concepts are:

Use of SOA in NEC enhanced with other architectstges and patterns;

Integration of distributed systems in a dynamiciemment;

Coping with changes in availability of distributedmponents;

Evolution of the systems that provide service impatations;



In the NEC-enabled battlefield as used in the destmator, sensors can supply data
through services, and such a network of sensorsbeamodelled conveniently as a

dynamic network of services, facilitating ongoirftanges.
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Figure 22: System Architecture

The architecture of the system is shown in Figitel@ the system, a surveillance
user can submit real-time requests to the systeninformation of Points of Interest,
POls, in a specified region. POls include but aoé Immited to troops, land vehicles,
communication and weapon systems, as well as bggdibridges, and other static
objects in the environment. Surveillance data e/joled through a network of sensors of
different types, such as human eyeball, visibléanmed optical, long and short-range
radar. The system dynamically discovers sensotgeving attributes such as position
and range. A selection algorithm determines whatsers can ‘see’ the region of interest

(ROI). The relevant sensors are contacted, whitdrmanformation about the detected



POI. The system returns the related informationualiee POIs within that region, e.g.,

current locations of those POls (Figure 23).

Figure 23: Region surveillance showing Points of In terest

The system is built on a dynamic and changing enwirent, where sensor services
in region may fail to respond with information abdie POIls as shown in Figure 23. By
using the approach proposed in Section 3, multgglesor services are contacted to
receive the data about POls in the requested reg@nown in Figure 21. The system is
used to illustrate aspects of the research intdesys architecture and through-life

systems management (TLSM).



Simple data can be collected from individual sergicwhile complex data is
generated through composition of multiple serviddse possibility and quality of on-the-
fly planning and application construction largebpeénd upon

correct interpretation of user requirements,
information available on services,

matching between requirements and services, and
interoperability between services.

In contrast to a standard SOA approach, the dematiost system incorporates the
following innovations to achieve competitive ad\agé:

Information-Rich Information Servicegrovide description of services, composition

templates with candidate composed services, apiplicavorkflows, architectural

patterns, application patterns, evaluation inforamaTsai et al., 2008).

Evolving Ontology ontology available for dependability, capabilitgystem

assessment (Webster et al., 2008b).

- Service Interoperabilityadvanced techniques for dynamic authenticatiah ran-

time negotiation (Townend et al., 2008).

Optimisation for On-the-Fly Plannindgased on a tool (Townend et al., 2008) that

supports the use of a variety of optimization teghas and their combination.

6. Conclusion and Future Work
In this paper, we have presented two innovativehigectural approaches using the
concepts of evolutionary service-oriented architext(Liu et al., 2008b) and dynamic

workflow management to enable dynamic service natiggn for provision of reliable and



sustainable military capability, including a SOAskd approach of the mechanisms of
redundant service binding and dynamic service dmsgoto cope with evolution of
services in the provision of capability, and a -selaptive approach that is able to
dynamically evaluate the influence of evolutioncapability and self-configure services
to adapt to the evolution of capability. These apphes are high-level architectural
approaches for constructing complex software-intensystems, which contributed to
Decision Support for NEC (Whitfield et al., 2000r fdelivering essential information
across multiple networked resources and Control Maditoring for NEC (Yao et al.,
2007) for the development of appropriate toolsdotonomous management of manned
and unmanned assets.

These approaches have been verified through modedind simulation of SOA for
NEC and demonstrated through developing and testiegNEC demonstration system
for a region surveillance capability scenario. T$ieulation results show that our
architectural approaches provide a high-level babdity and sustainability in handling
dynamic changes and evolution that would be enesedtin the delivery of military
capability. The development of the NEC demonstrasigstem has been used to ascertain
that the implementation of the SOA-based architattapproach is fit for use.

In our future work, the probabilistic model used tims paper will be further
extended to cover also more general cases. Themapitation in the real-world systems
will be carried out in the next step for generalisguantitative validation. Further
development of the demonstrator will be used fothier evaluation of evolutionary SOA

and NEC systems. The investigation will link teetf/cles for service delivery and agile



methods to respond to changes owing to, for exangldts, customer need, technology

developments and obsolescence.
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