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H I G H L I G H T S G R A P H I C A L  A B S T R A C T

• Modern spectrophotometers are not 
Poisson-limited.

• Optimal absorbance measurements vary 
with wavelength.

• To better characterize spectrophotome
ters, raw intensities need to be supplied 
by venders.

• Manufacturers need to provide more 
transparency in data acquisition 
strategies.

• IUPAC’s Gold Book references require 
modernisation.

Prove of wavelength dependence along the spectrum demonstrating current guidance out of date.
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A B S T R A C T

Background: Spectrophotometers are ubiquitous in chemical and biological science; however, their precision 
limits are under-appreciated. Rules-of-thumb and IUPAC referenced guidance restricting absorbance ranges to 
minimize uncertainty are based on historically important instruments which are no longer as widely used. Ad
vances over the last half-century changed most “raw” data from absorbance and transmittance values directly 
produced in analog electronics to digitized intensities. The latter are rarely provided in favour of digitally 
transformed derived data. Assessment of spectrophotometer limitations using digitized intensities would be 
straightforward with mean-variance analysis. However, in their absence, derived data evaluated at scale allows 
efficient characterisation of modern spectrophotometers.
Results: This study analyses signals when I and I0 are not available and only absorbance or transmittance are 
obtained. Current IUPAC referenced guidance indicates that absorbance should be limited between 0.1 and 1.0 a. 
u. with optimal performance (minimum relative standard deviation (RSD)) at 0.43 a.u. or 0.86 a.u. depending on 
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the type of limiting noise. We characterised noise in UV–Vis spectrophotometers using three methods and report 
optimality spectra for the first time. We found the instruments were not Poisson optimal and best RSDs were 
sometimes above 1.0 a.u. We could find no evidence justifying guidance restricting absorbance to between 0.1 
and 1.0 a.u. Measured RSD and light intensity are more important than absorbance values for assuring good 
quality measurements. However, estimating light intensity is a difficult inverse problem when I and I0 are not 
available, and the tested commercial instruments did not provide these.
Significance: Based on this work, classical theories are insufficient to describe spectrophotometers accurately. 
Furthermore, we urge IUPAC to modernise the references in its Gold Book and press instrument makers to 
improve data transparency. These steps are crucial to use spectrophotometers optimally.

1. Introduction

Spectrophotometry is critical in routine measurements across the 
chemical, physical, and biological sciences [1] where it is used to 
characterize and quantify molecular and biological species [2], aggre
gates, and materials. Spectrophotometers of varying characteristics 
[3–5] are found in process control, individual labs, and chromato
graphic systems [6]. They are robust, reliable, and comparatively 
inexpensive. This led to a range of methods for characterizing the in
struments and specifying standards and there is in-depth theory 
describing their behaviour [7,8]. The importance of spectrophotometry 
has resulted in regular reviews of the subject and available instrumen
tation [6,9]. Although theories of limiting uncertainty have been 
available for some time [8,10], verification in modern instruments has 
tended to treat individual instruments and wavelengths in isolation [3,8,
9].

A range of mathematical descriptions are available for the relation
ship between absorbance and the relative standard deviation (RSD) in a 
spectrophotometer. These consider thermal noise, photon noise, cuvette 
resetting variability, source fluctuation, and general photometric error. 
The most relevant ones predict minima in the range from 0.43 to over 
1.0 absorbance units (a.u.). Most include an assumption that the light 
source is Poisson (shot noise) unless it is subject to “flicker”. Much of the 
classic work was done with few measurements by modern standards due 
to limitations of the time [10]; however, the conclusions obtained still 
inform current practice. For example, IUPAC’s Gold book [11] currently 
refers to a 1988 document with recommendations indicating a necessity 
to keep absorbances between 0.1 and 1 a.u. and best results will be 
obtained at 0.43 a.u. for “thermal” noise or 0.86 a.u. for “shot noise” [1]. 
This guidance needs review. The 0.43 a.u. value is for mostly archaic 
instruments having linear transmittance readouts with constant vari
ance [12,13]. It is unclear the source for the 0.86 a.u. value (possibly a 
misprint) as it has long been known from both theory and practice that 
0.96 a.u. is the correct value for variance proportional to signal [8,14]. 
In modern instruments, it is possible to get excellent results outside the 
0.1 to 1.0 a.u. range and, poor results can be obtained at any absorbance 
including near 0.43 a.u., 0.96 a.u., or any measured optimum values.

The last half century has seen a fundamental advance in spectro
photometer design. The most profound of these is the shift from trans
mittance and absorbance data produced by dedicated electronics to 
these quantities being generated in software using digitized intensity 
values. The consequence of this is profound. In the former, trans
mittance and absorbance values are the primary data. In the latter, the 
primary data are digitized intensity values representing I and I0. Further, 
both I and I0 are implicit in many formulas for precision in absorbance 
and transmittance measurements [10,15] with noise in the intensities 
limited by Poisson or other distributions. To assess agreement with 
theory, these primary data (values representing I and I0) are essential. 
However, commercial instruments do not usually provide this primary 
data and recovering estimates of the primary data is a difficult inverse 
problem. For single absorbance measurements, recovery is impossible.

To investigate current IUPAC referenced guidance and understand 
the behaviour of modern instruments, we investigated reproducibility in 
four UV–Vis spectrophotometers under a range of conditions. We also 

investigated ways to recover I and I0, found optimal absorbance values, 
and assessed the extent to which they matched the best case for a Poisson 
limited system.

2. Theory

The amount of light fundamentally limits the precision of spectro
photometric measurements. Theoretical precision improves with 
increased light intensity due to the statistical properties of light. Here, 
measured precision represents replicate measurements made on samples 
without replacing the sample or cuvette. When the light source is not 
number squeezed [16,17], the Poisson distribution defines the best-case 
limits on fluctuations in a coherent light source with a given number of 
photons (often referred to as shot noise) [8,18,19]. The Poisson distri
bution is a special case of power variance (equation (1)) where α = 1 
[20,21]. 

σ2 = μα (1) 

In this presentation, variance, σ2, is related to the mean value, μ, via 
an exponent, α. Empirically, a system with power variance can be 
assessed by log-log plots of variance (x, s2) or standard deviation (x, s), 
where s is the sample standard deviation. For Poisson distributed light 
intensities, the slopes would be 1.0 and 0.5 for variance and standard 
deviation, respectively [21]. Earlier work has also investigated source 
flicker as variance proportional to signal squared (α = 2) [8]. Although 
Poisson behaviour limits the precision of transmittance and absorbance 
measurements, proving a particular instrument achieves this limit is 
difficult in the absence of the raw intensity values. If the raw intensity 
values are available, the variance can be assessed directly via the 
method of mean variance [22,23]. If only derived values (e.g., absor
bance and transmittance) are provided, the same assessment is 
non-trivial. In the absence of raw intensity values, we tried three ways of 
assessing whether the spectrophotometers were achieving Poisson 
behaviour: transmittance fluctuations in the absence of sample, light 
source additivity, and minimum relative standard deviation (RSD).

Method of Transmittance = 1: The simplest approach to model 
uncertainty in spectrophotometry is to assume it consists only of a light 
source with intensity, I0, which is attenuated by a sample to a new in
tensity, I. Transmittance, T, is the ratio of I over I0, and applying error 
propagation rules the uncertainty in transmittance and absorbance are 
[24]. 

sT =T
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If the light source is Poisson and T = 1, then I––I0 and sI0 = sI =
̅̅̅̅
I0

√
. 

Substituting into equation (2) and rearranging yields an estimate for 
light intensity in photon units that can be evaluated with a series of 
replicate transmittance measurements. 

Iest,0 =
2
s2
T

(3) 

This only represents intensity when the system has power variance 
with α = 1 as expected for a Poisson system. If read noise or stray light is 
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Poisson in nature, these can be estimated by blocking the light path at 
the cuvette. When the system has power variance with α ∕= 1, equation 
(3) provides an intensity-related metric but will incorrectly estimate 
photon numbers.

Method of Source Additivity: In instruments with deuterium (D) and 
tungsten (W) light sources, the total intensity as determined by equation 
(3) must equal the sum of the intensities determined using the same 
method for the lamps singly. 

I0,total,sT = I0,D,sT + I0,W,sT (4) 

This indicates that intensities estimated from the variance of trans
mittance (equation (3)) for both lamps together will be the sum of the D 
and W intensities measured individually. Equation (4) only holds for 
power variance with α = 1. Where the equality (equation (4)) does not 
hold, this falsifies the assumption of a Poisson-limited measurement of 
the light source.

Method of Minimum RSD: Conformity with a Poisson source can be 
assessed by measuring a set of samples over a wide range of concen
trations to find the absorbance of minimum RSD. Existing theory in
dicates the minimum for a Poisson noise limited system should be 0.96 a. 
u [14]. In a hybrid system of Poisson and charge coupled device (CCD) 
or diode array (DA) amplifier read noise, the position of the minimum 
will decrease depending on the relative contributions of light and 
amplifier noise. The hybrid system can be modelled by sI0 =

̅̅̅̅
I0

√
, sI =

̅̅
I

√
=

̅̅̅̅̅̅̅̅̅̅̅̅
T ∗ I0

√
considering transmittance the ratio of I over I0, and by 

introducing read noise to equation (2). 

sT =T
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If read noise is constant at all wavelengths, equation (5) predicts the 
minimum position, and hence the optimal absorbance for making 
measurements will vary with wavelength due to source(s) intensity 
variation. The minima can be found empirically at each wavelength and 
plotted as an optimal performance spectrum. The values of the minima 
can then be compared to expectations from prior work and IUPAC 
referenced guidance [1].

3. Experimental section

Measurements were made using two single-beam UV–Vis diode array 
spectrophotometers (Agilent Technologies Cary 8454), a double beam 
diode array UV–Vis spectrophotometer (PerkinElmer Lambda 25 UV/ 
VIS Spectrometer) and a single beam multi-cuvette UV–Vis spectro
photometer (UV5Bio Mettler Toledo).

The two Cary 8454s (Cary 1 and Cary 2) and the Lambda 25 covered 
from 190 to 1100 nm at 1 nm intervals and the UV5Bio from 190 to 
1100 nm at 0.2 nm intervals. The spectrophotometers were tested using 
3 types of experiments taking replicate spectra (n = 10) for each of a set 
of conditions: i) replicate measurements in the absence of samples or 
cuvettes (Method of T = 1); ii) similar measurements made while 
switching on and off the deuterium and the tungsten lamps (Method of 
Source Additivity); iii) measurements of 48 dye containing solutions of 
varying absorbance (Method of Minimum RSD). Measurements were 
made without resetting cuvettes for the 10 replicates for the two Cary 
and the Lambda 25. The UV5Bio had an automated reset movement. The 
UV5Bio had single light source (Xe flashlamp) and the Lambda 25 does 
not combine its two light sources making them unsuitable for source 
additivity tests. The dye set did not yield a minimum at many wave
lengths in the UV5Bio.

For the minimum RSD measurements, 48 solutions were prepared 
from a stock solution containing E102, E124, E133 and E155 (APC Pure; 
Hyde, Cheshire, UK) nominally 16.5 ppm of each. This mixture was 
engineered to have absorbances from near 0 to over 1.0 a.u. in the range 
200–650 nm toward a goal of finding RSD minima between 0.43 and 

0.96 a.u. Results were obtained in absorbance units and the standard 
deviation (n = 10) divided by the mean was used to obtain RSD values. 
Minima were found and reported in two ways: i) non-linear least squares 
fits to equation (5) using R/RStudio (from 200 to 650 nm, except for 
Cary 1 where equation (5) did not converge between 200 and 300 nm), 
or ii) the lowest value in the absence of a minimum (UV5Bio between 
200 and 650 nm). The minima were plotted as optimal absorbance 
spectra.

The T = 1 and source additivity data were analysed using R (version 
4.2.2) [25] and RStudio (2022.07.1 build 554) [26] which were also 
used to organise, plot and analyse the minimum RSD data using ggplot2 
(3.4.0) [27], ggpubr (0.4.0) [28], matrixStats (0.62.0) [29], and nlstools 
(2.0-0) [30] packages. Fitting of equation (5) was done in R with nls() 
with initial values of I0 = 107 and rn = 1200 and assuming constant rn 
for all pixels [19]. The optimise() function from R identified the RSD 
minima for each individual wavelength for both Cary 8454s and the 
Lambda 25, and all instruments’ results were plotted with ggplot2.

4. Results and discussion

4.1. Statistical source intensity estimates

Statistical intensity estimates were obtained by replicate (n = 10) 
measurements of transmission spectra in the absence of sample or cu
vettes. From the standard deviations and equation (3), the statistical 
intensity spectrum (Iest,0(λ)) of the light source was assessed (Fig. 1). The 
recovered spectra from the two Cary 8454s revealed (Fig. 1a and b) the 
Hγ, Hβ and Hα Balmer lines of deuterium at 434, 486, and 656 nm 
respectively [31,32]. There were also signs of the Fulcher bands and 
other features seen in published spectra of deuterium lamps [33]. It is 
important to note that the lamp intensity varied with wavelength by up 
to 5 orders of magnitude. Given this variation, it is unclear that all 
wavelengths are being collected equivalently when absorbance mea
surements are made. For example, a photodiode array with a well ca
pacity of 300 ke− would have some pixels close to saturation while 
others might be only collecting 30 e− . Without careful data collection 
strategies, the pixels with only 30 e− will give poor measurements. The 
intensity was highest in the UV and lowest above 900 nm.

The corresponding experiment with the Lambda 25 was conducted, 
and the Balmer and Fulcher bands were absent (Fig. 1c). However, this 
instrument does not direct both lamp beams through the optical system 
simultaneously. The halogen lamp is blocked during measurements in 
the UV range, while the deuterium lamp is blocked in the visible range 
[34]. Consequently, Balmer and Fulcher bands are not observed, as they 
occur above 434 nm, where deuterium radiation is blocked by the in
strument. There is, however, a region in the spectrum between 327 and 
385 nm where light intensity drops by 2 orders of magnitude as the 
lamps are switched. Similar experiments with the UV5Bio resulted in 
spectra with few identifiable features (Fig. 1d). This instrument employs 
a Xe flashlamp and showed a flat and relatively featureless spectrum 
with an apparent increase of intensity above 900 nm [35]. Below 900 
nm, intensity varied within 2 and 3 orders of magnitude and there were 
no observable features corresponding to those expected from Xe lamps 
using this experiment. The method was readily interpretable in both 
Cary 8454s but not in the Lambda 25 and UV5Bio. We ascribe this to 
both Cary 8454s achieving closer to Poisson limitation under these 
conditions than the Lambda 25 and the UV5Bio.

4.2. Method of Source Additivity

Statistical determinations of Iest,0 represent photon intensity when 
the light source exhibits Poisson-limited behaviour. To assess the extent 
to which the light sources corresponded to this ideal condition, Iest,0(λ)
was measured under four conditions (Fig. 2a): i) the combined light 
sources, ii) the deuterium light source, iii) the tungsten light source; and 
iv) with the beam physically blocked (to estimate residual stray light and 
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dark signal). The laboratory conditions were 20.5 ◦C with 58 % hu
midity and 20.8 ◦C with 45 % humidity for Cary 1 and 2, respectively. 
This method gives the light source the best opportunity to dominate 
relative to other noise sources because there is no attenuation of the 

beam when T = 1. This method was only possible in the Cary 8454 in
struments since the Lambda 25 lamps do not coexist at any wavelength 
and the UV5Bio had only a single light source. Cary 2 is discussed and 
plotted below (Fig. 2) and Cary 1 is presented in the supplementary 

Fig. 1. Intensity spectra estimated using equation (3). (a) Cary 1 and (b) Cary 2 with log y-axis over the wavelength range from 190 to 1100 nm versus I0. Hγ, Hβ and 
Hα Balmer lines of the deuterium lamps are noted with red arrows at 434, 486 and 656 nm, respectively, and Fulcher bands noted with a red brace. (c) Lambda 25 
with log y-axis over the range from 190 to 1100 nm at 1 nm intervals. (d) UV5Bio with log y-axis over the range from 190 to 1100 nm at 0.2 nm intervals. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 2. Plots of the estimated intensities for the light sources in isolation, combined, and by difference on a logarithmic scale for both Cary 2. (a) Direct estimates for 
both lamps (black), deuterium lamp (blue), tungsten lamp (red), and blocked beam (green). (b) Tungsten lamp intensity estimated directly (red) and by difference 
(orange). (c) Deuterium lamp intensity estimated directly (blue) and by difference (light blue). (d) Combined intensity of both lamps estimated directly (black) and by 
summing the tungsten and deuterium lamp intensities (grey). 
Note: These logarithmic plots omit regions where the differences are negative. In panel (b), this occurs below approximately 650 nm and in panel (c) between 
approximately 775 and 1060 nm. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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material (Fig. S1). Both instruments exhibited similar behaviour.
With the beam blocked (Fig. 2, panel (a), green), the estimated dark 

signal was 2.87 (n = 796) with 115 undefined values returned for 
wavelengths (sT = 0). This level of dark noise is likely unrealistically low 
for a photodiode array suggesting some combination of offset subtrac
tion and trapping of high and low absorbance values. Using the recov
ered values of Iest,0(λ), the tungsten light source (Fig. 2, panel (a), red) 

was estimated to be brighter alone than the combined intensity of both 
lamps estimated together (Fig. 2, panel (a), black) above 640 nm. When 
the tungsten lamp was estimated by difference (Fig. 2, panel (b), orange) 
as I0,W,sT = I0,total,sT − I0,D,sT and compared to the result obtained in 
isolation (Fig. 2, panel (b), red) The spectrum measured by difference 
(orange) was consistently low above 800 nm. Below 800 nm, many 
negative values were obtained which do not appear on the log-scale 

Fig. 3. (a) Cary 1 logarithmic plot of absorbance versus its relative standard deviation (RSD) for the non-linear fitting functions of equation (5) for 300 nm (red) and 
500 nm (green). Blue boxes illustrate inconsistencies in standard measurement guidelines (see text for details). (c), (e) and (g) logarithmic plots of absorbance versus 
RSD for the linear fit of the logarithmic scale of the data for 300 nm (red) and 500 nm (green) for Cary 2, Lambda 25 and UV5Bio, respectively. (b), (d) and (f) 
Positions of the minima from fits to equation (5) for Cary 1, Cary 2, and Lambda 25 over 200–687 nm, 190–817 nm, and 190–1100 nm, respectively. (h) UV5Bio 
positions of the minima from the absorbance location of the minimum RSD obtained for each wavelength from 190 to 700 nm. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the Web version of this article.)
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graph. The deuterium intensity in isolation (Fig. 2, panel (c), blue) was 
similar to that obtained by difference (Fig. 2, panel (c), light blue) across 
the UV and much of the visible; however, above 750 nm, negative values 
were obtained. This would occur if the deuterium lamp had excess noise 
which leads to lower estimates of lamp intensity by equation (2). Finally, 
when calculated as the sum of the deuterium and tungsten intensity 
estimates (Fig. 2, panel (d), grey) exceeded the measured (Fig. 2, panel 
(d), black). In summary, the spectra estimated in isolation could not be 
obtained by sum or difference for either of the two instruments. This 
indicates the light sources were not achieving the often-assumed Pois
son-limited behaviour. In both instruments, the Balmer lines and Fulcher 
bands only appeared if the deuterium lamp was on and were not seen in 
the blocked beam and tungsten lamp experiments. This argues for the 
value of the method for providing an intensity related metric, even when 
ideal Poisson behaviour is not observed.

4.3. Method of Minimum RSD

The previous methods assessed the spectrophotometers under con
ditions of no attenuation (T = 1; Abs = 0). Assessing the position of the 
minimum and the shape of the RSD curve (equation (5)) with a set of dye 
solutions provides information about behaviour under more realistic 
conditions. Using these, a set of (Abs, RSD) plots were generated over 
the wavelength ranges of the instruments. Example RSD curves at 300 
and 500 nm illustrate differences between both Cary 8454s (Fig. 3a and 
c), Lambda 25 (Fig. 3e) and UV5Bio (Fig. 3g) as well as limitations of 
IUPAC referenced guidance. For both Cary 8454s, the RSD curves at 300 
nm (Fig. 3a and c) are lower than at 500 nm and the position of the 
minimum shifted to higher absorbance due to greater light intensity at 
300 nm. The Lambda 25 plot (Fig. 3e) shows overlap between the two 
wavelengths. The nls() fits to the Lambda 25 data did not align well with 
the experimental data giving modelled RSDs consistently higher than 
the experimental results. However, the positions of the minima gave a 
consistent trend. The 300 nm and 500 nm RSD plots for UV5Bio (Fig. 3g) 
were linear, the responses overlapped, and neither wavelength reached 
an obvious minimum.

When the RSD minima are plotted as a spectrum, both Cary 8454s 
(Fig. 3b and d) revealed features consistent with the spectrum of the 
illumination sources (e.g.: as in Fig. 1, the Hβ and Hγ Balmer lines and 
Fulcher bands are present). Similarly, the Lambda 25 (Fig. 3f) exhibited 
a drop in the absorbance minima at the lamp switch consistent with the 
source intensity characteristics in Fig. 1, panel (c). Conversely, the 
UV5Bio RSD minima spectrum (Fig. 3h) had features consistent with the 
spectrum of the dye set. The UV5Bio also exhibited what appear to be 
parallel spectra spaced approximately 0.1–0.3 a.u. apart. We ascribe this 
to adaptive measurement increasing the number of scans during 
acquisition. These contrasting features provide a framework for using 
RSD behaviour to assess IUPAC referenced and other related guidance 
[1].

The IUPAC referenced and related guidance indicates absorbance 
measurements need to be taken between 0.1 a.u. and 1 a.u. It further 
suggests the minimum RSD should be at 0.43 a.u. or 0.96 a.u. (correcting 
for possible misprint) depending on the limitations imposed by the type 
of spectrophotometer. Consideration of Fig. 3 indicates this needs revi
sion. i) If the RSD observed at 0.1 a.u. is the limit of what is acceptable 
and the 300 nm curve is the reference, then no part of the 500 nm curve 
is acceptable (Fig. 3a, inner box). ii) The minimum uncertainty at 500 
nm justifies a range of absorbance values at 300 nm that extend well 
beyond the 0.1 to 1.0 a.u. range in IUPAC referenced guidance (Fig. 3a, 
middle box). iii) If the uncertainty associated with the 500 nm curve at 
0.1 a.u. is acceptable, that defines a region on the 300 nm RSD curve 
extending from less than 0.03 to over 2.0 a.u. (Fig. 3a, outer box). iv) 
Neither Cary 8454 (1 or 2) nor Lambda 25 returned an RSD minimum 
matching either 0.43 or 0.96 a.u. v) The guidance in the IUPAC refer
enced document is completely inappropriate for the UV5Bio. The best 
RSD is found well above 1.0 a.u. at nearly every wavelength. The 

exceptions are due to the dye set and a few possibly spurious values 
(possibly due to adaptive acquisition). These results indicate current 
guidance based on arbitrary absorbance values and mostly archaic 
spectrophotometers should be discarded and replaced with guidance on 
acceptable RSD or better documentation of light intensity and its noise 
characteristics.

In addition to being a challenge to current guidance, these obser
vations indicate that RSD behaviour measured at a single wavelength 
should be used with caution. Most prior work has implicitly assumed 
that acceptance obtained at one wavelength generalizes across the 
spectrum. Fig. 3b, d, 3f and 3h make clear that measured RSD can 
change dramatically in the space of a few nm (e.g., in the region of the Hβ 
Balmer line (Cary 8454s), a lamp switch (Lambda 25) or nearly every
where (UV5Bio)). Variations in light intensity and other noise sources 
require better access to the raw intensity measurements than the current 
generation of commercial instruments provide. Data preservation and 
access in modern instruments appears to be designed based on archaic 
spectrophotometers.

To set guidance or acceptance criteria for spectrophotometers, the 
noise from light source fluctuations and other noise needs to be assessed; 
however, in the absence of raw intensity data, this is difficult. Equations 
(3) and (5) allow intensity to be estimated for Poisson light sources, but 
none of the instruments behaved in a Poisson limited way. Even with a 
Poisson system, the inverse problem of recovering I0 and I would be 
difficult using a set of carefully designed absorbing solutions as done 
here. In the case of individual absorbance or transmittance measure
ments, recovery of the raw data (individual I0 and I values) is simply 
impossible unless instrument manufacturers provide them.

5. Conclusions

This study demonstrates these spectrophotometers were not Poisson- 
limited. This includes best-case measurements (T = 1, Abs = 0; Fig. 1) 
and conditions of typical use (Fig. 3). Based on the data collected, 
standard guidance for making best measurements (e.g., absorbance be
tween 0.1 and 1.0 a.u.) does not arise from any theory or defensible 
statistical reasoning. This guidance, versions of which have been widely 
taught for many years [36–38], is completely inappropriate for modern 
instruments. The absorbance limits indicated in the guidance are arbi
trary, too restrictive and expectations of optimal conditions for mea
surement do not match the behaviour of the modern instruments we 
tested. It is better to define an acceptable RSD and verify this with 
replicate measurements than assume some arbitrary absorbance range 
will provide this. Although there may be chemical reasons to limit the 
range of absorbance, high quality spectrophotometric measurements 
can be made outside these arbitrary limits. It is also important to verify 
this at the wavelength(s) of interest. The intensity of light varies across 
the spectrum such that tests done at a single wavelength do not gener
alise to the whole spectrum or even wavelengths close by.

Most importantly, the guidance IUPAC refers to in its Gold Book and 
data reporting by instrument manufacturers need to be modernised. The 
guidance is archaic and misleading. Manufacturers need to give access to 
spectrophotometric raw data and be more transparent about data 
acquisition strategies. These are essential for better quality assurance 
and raise important issues related to compliance with regulatory re
quirements and data preservation.
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