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Global projective lag synchronization of fractional order memristor based

BAM neural networks with mixed time varying delays
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ABSTRACT

This paper addresses Master-Slave synchronization for some memristor-
based fractional-order BAM neural networks (MFBNNs) with mixed time
varying delays and switching jumps mismatch. Firstly, considering the inherent
characteristic of FMNNs, a new type of fractional-order differential inequality
is proposed. Secondly, an adaptive switching control scheme is designed to
realize the global projective lag synchronization goal of MFBNNs in the
sense of Riemann-Liouville derivative. Then, based on a suitable Lyapunov
method, under the framework of set-valued map, differential inclusions theory,
fractional Barbalat’s lemma and proposed control scheme, some new projective
lag synchronization criteria for such MFBNNs are obtained. Finally, some
numerical examples are presented to illustrate the effectiveness of the proposed
theoretical analysis.

Key Words: Projective lag Synchronization; Memristor-based BAM Neural
networks; Mixed time-varying delays; Filippov’s solutions;
adaptive switching control.

I. Introduction

In recent years, numerous researchers have focused
on the study of fractional order systems. These
represent an extension of the classical integer order
differential systems which have been studied for
more than three hundred years [1, 2, 3]. Fractional-
order calculus has established itself as a powerful
tool in describing many processes in fields such
as biology, bio-engineering, bio-physics, physics,
mechanics, fluid dynamics, economics, ecological
systems or optimization.
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In particular, fractional order dynamical systems
are a useful instrument in modelling processes which
require infinitely degrees of freedom (in contrast to
the classical integer order system), as well as in the
description of memory and hereditary properties of
various material. As such, numerous results concerning
dynamical behaviors of fractional order networks
have been investigated, including the stability [4, 5],
synchronization [6, 7], stabilization [9], bifurcation
[10, 11] and many others. Fractional order nonlinear
dynamical systems are used in practical situations,
where the discrete time varying delays are unavoidable
because of the finite speed of signal transmission and
the network parameter fluctuations of the hardware
implementation. Usually, the distributed delays are
bounded because during the particular period, the
signal propagation is distributed. Basic ideas and
applications of the bounded distributed delays, as well
as suggestions on how to solve simple problems of
pattern recognition in a time dependent signal are made
in [12].

In 1971, the basic concept of memristor (a
contraction of memory and resistor) was introduced
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by Chua [13], as the fourth fundamental basic circuit
element along with resistor, inductor and capacitor.
Also, Chua established the mathematical proof of the
nonlinear relation between charge and flux [13]. In
2008, a Hawlett-Packard research team realized the first
memristor, their results being published in Nature [14,
15]. Memristor is a passive two-circuit element with
nonlinear relationship between current and voltage. In
the construction of memristor based neural networks
one can replaces the resistors used in classical artificial
neural networks with memristors. In real time, it
plays an important role in a novel circuit elements
because it simulates the functions of human brain and
it had been strong applied to high-speed low-power
processors, biological models, pattern recognition,
associative memory, filters, improved startup speed of
computers or for extending cell phone battery life.

In 1987, bidirectional associative memory (BAM)
neural networks were postulated by Kosko [17], as an
extension of the single-level auto-associative Hebbian
circuits to a double-level pattern matched by hetero-
associative correlation. The major advantage of this
extension is that it recalls and stores pattern pairs
regarded as the bidirectionally stable states. This can
be successfully applied to many fields such as pattern
recognition, artificial intelligence, signal and image
transmission or optimization, Some meaningful results
have been reported[9, 18, 19]. Currently, the research
about combined problems for the synchronization
of fractional order nonlinear dynamical systems and
memristor based BAM neural network systems has
made significant progress in terms of both theory
and applications. For example in [9], Wu et al.
investigate about the Global Mittag-Leffler stabilization
of fractional-order bidirectional associative memory
neural networks based on the methods of a linear-
partial state feedback control techniques, a generalized
Gronwall-Bellman inequality approach.

Since the formulation of master-slave synchro-
nization concept in 1990s by Carroll and Pecora,
synchronization problems involving fractional order
dynamical systems have become a very active research
topic, and many applications have been found in
areas including nonlinear neural networks, signal pro-
cessing, bio-engineering, physics-engineering, secure
communications or computer networks. Numerous
concepts of synchronization have been formulated,
such as projective synchronization [21], complete
synchronization [22], or anti-synchronization [24].
It is worth noting that many systems cannot be
synchronized directly. For example, effective control
schemes have been designed for the synchronization of

neural network systems, such as state feedback control
[34, 35, 37], impulsive control [25, 36], adaptive control
[26, 38], hybrid control (combination of adaptive and
state feedback controls) [27, 28], or intermittent control
[29].

Our paper is motivated by the recent results
of Chen et al. [21], concerning criteria for the
global projective synchronization of memristor-based
fractional-order neural networks (MFNNs), in the
sense of Caputo fractional order derivative, by a hybrid
control approach and fractional order inequalities.
In this paper, we propose a novel projective lag
synchronization method concerning memristor-based
fractional-order BAM neural networks (MFBNNs) and
we derive sufficient conditions ensuring global projec-
tive synchronization, global complete synchronization
and global anti synchronization. Several related results
and techniques have been published in the recent
literature. For example, Yu et al. [28] investigated
the projective synchronization for fractional neural
networks (FNNs) in the sense of Caputo derivative,
while Zhang et al. [30], used fractional Barbalet’s
lemma, Razumikhin stability theorem, and Filippov
solutions in the sense of Riemann-Liouville derivative,
to formulate several sufficient conditions which ensured
the projective synchronization of delayed MFNNs
under a switching control scheme.Inspired by the
aforementioned discussions, the main contribution of
this article is further summarized as below:

• This is the first work that investigates the global
projective lag synchronization of fractional order
memristor based BAM neural networks with
mixed time varying delays in the sense of
Riemann-Liouville(R-L) derivatives.

• Here we have used adaptive switching controller,
which is proposed by means of switching feature
of a memristor.

• By applying the properties of R-L derivative, set-
valued map analysis and differential inclusion
theory, the projective lag synchronization error
system is formulated. And the results are
improved when compared to the existing works
in the literature.

II. Model Description and Preliminaries

Notations. Throughout this paper, R is the space of
real number, N+ is the set of positive integer. We denote
by ∥p∥ =

∑n
i=1 |pi|, which corresponds to the classical

notation for the ∥.∥1 norm, while Rm×n denotes the
set of all m× n real matrices. The absolute value of

c⃝ 2017 John Wiley and Sons Asia Pte Ltd and Chinese Automatic Control Society
Prepared using asjcauth.cls



A. N. Other: A Demonstration of the Asian J. Contr. Class File 3

a given square matrix A = (aij)n×n ∈ Rn×n, is |A| =
(|aij |)n×n ∈ Rn×n, while for a given vector p ∈ Rn

one has sgn(p) = [sgn(p1), sgn(p2), ..., sgn(pn)]
T is the

sign function We also define by C
(
[−ω, 0],Rn

)
the

Banach space consisting of the 1− order continuous
function maps from [−ω, 0] into Rn. Throughout
this paper we consider the Riemann-Liouville (R-L)
derivative of order 0 < α < 1. Here, we first recall some
basic definitions of fractional order calculus and some
important lemmas (see, e.g., [2]).

Definition II.1 The Riemann-Liouville derivative of
order α for a function p(t) is defined as

Dαp(t) =
dn

dtn
[D

−(n−α)
t0,t

p(t)]

=
1

Γ(n− α)

dn

dtn

∫ t

t0

(t− s)n−α−1p(s) ds,

where t ≥ t0 and n is the positive integer such that
n− 1 < α < n.
Particularly, when 0 < α < 1,

Dαp(t) =
d

dt
[D

−(1−α)
t0,t

p(t)]

=
1

Γ(n− α)

d

dt

∫ t

t0

(t− s)−αp(s) ds.

Definition II.2 The Caputo fractional-order derivative
of order α for a function p(t) is defined as

Dαp(t) =
1

Γ(n− α)

∫ t

t0

pn(s)

(t− s)α−n+1
ds,

where t ≥ t0 and n is the positive integer such that
n− 1 < α < n.
Particularly, when 0 < α < 1,

Dαp(t) =
1

Γ(1− α)

∫ t

t0

p′(s)

(t− s)α
ds.

Remark II.3 Many authors the initial conditions of
fractional derivatives are not easy because the initial
conditions of R-L derivative operator are expressed in
term of fractional order derivative. In this paper, we
set the initial conditions to be zero, as in this case the
operators for the Riemann-Liouville (R-L) and Caputo
derivatives coincide [3].

Some properties of the R-L fractional-order
derivative are given in the following lemma (see [2]).

Lemma II.4 Let α > 0, β > 0, and w(t), u(t) ∈
C1[t0, b]. The following properties hold:
(1) DαD−βw(t) = Dα−βw(t);
(2) DαD−αw(t) = w(t);
(3) Dα(w(t)± u(t)) = Dαw(t)±Dαu(t).

We now consider a class of memristor-based fractional-
order BAM neural networks (MFBNNs) models,
described as follows:

Dαpi(t) =− aipi(t) +

m∑
j=1

[bji(pi(t))]fj(qj(t))

+

m∑
j=1

[cji(pi(t))]fj(qj(t− τ(t)))

+

m∑
j=1

[dji(pi(t))]

∫ t

t−ρ(t)

fj(qj(s)) ds

+ Ji, t ≥ 0,

Dαqj(t) =− ujqj(t) +

n∑
i=1

[vij(qj(t))]gi(pi(t))

+

n∑
i=1

[wij(qj(t))]gi(pi(t− τ(t)))

+

n∑
i=1

[zij(qj(t))]

∫ t

t−ρ(t)

gi(pi(s)) ds

+Hj , t ≥ 0, (1)

where i = 1, 2, ..., n (n ∈ N+) and j = 1, 2, ...,m (m ∈
N+). Let p(t) = (p1(t), p2(t), ..., pn(t))

T ∈ Rn and
q(t) = (q1(t), q2(t), ..., qm(t))T ∈ Rm denote the
state vector of the neurons at time t > 0, while
ai > 0 and uj > 0 are positive constants. Let
f(q(t)) = ((f1(q1(t)), ..., (fm(qm(t)))T ∈ Rm and
g(p(t)) = ((g1(p1(t)), ..., (gn(pn(t)))

T ∈ Rn be
continuous feedback functions. Denote by Ji and Hj

the bounded input vectors and by τ(t) > 0, ρ(t) the
discrete and distributed time varying delays satisfying
0 < τ(t) ≤ τ , τ̇(t) ≤ σ < 1 and 0 < ρ(t) ≤ ρ (τ
and ρ denote the maximum values of the discrete
and distributed time delays). The memristor based
connection weights are defined as

bji(pi(t)) =

{
b+ji, |pi(t)| ≤ Ti

b−ji, |pi(t)| > Ti,

cji(pi(t)) =

{
c+ji, |pi(t)| ≤ Ti

c−ji, |pi(t)| > Ti,

dji(pi(t)) =

{
d+ji, |pi(t)| ≤ Ti

d−ji, |pi(t)| > Ti,
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vij(qj(t)) =

{
v+ij , |qj(t)| ≤ T̃j

v−ij , |qj(t)| > T̃j ,

wij(qj(t)) =

{
w+

ij , |qj(t)| ≤ T̃j

w−
ij , |qj(t)| > T̃j ,

zij(qj(t)) =

{
z+ij , |qj(t)| ≤ T̃j

z−ij , |qj(t)| > T̃j ,

in which switching jumps Ti, T̃j >
0, b+ji, c

+
ji, d

+
ji, v

+
ij , w

+
ij , z

+
ij , b

−
ji, c

−
ji, d

−
ji, v

−
ij , w

−
ij

and z−ij are constants relating to memristances.

Remark II.5 In view of the memristor switching rule
in the circuit design of Ref [23], the switching states
depends on the voltage difference, which is connected to
two ports of the memristor. i.e., the values of connection
weights can express as the difference between the
voltage of the capacitor and network output. But this
paper deals with the memristor connection weights that
depends on the potential of the state pi(t), qj(t) and
the voltage of one port, if pi(t) and qj(t) is less or
more then the switching jump parameter Ti and T̃j .
Based on the above analysis, the memristive connection
weights are changed with respect to the state pi(t)
and qj(t) of the system. It obvious that the memristive
connection weights are discontinuous with almost two
distinct points of discontinuity ±Ti and ±T̃j , in the
memristor model is more general than the existing ones.

Since the memristive connection weights are discontin-
uous, the solution in the classical sense may not exist.
In this case, solutions of the system can be extended
in Filippov’s sense [32, 33]. Based on the differential
inclusion theory [31] and the properties of set valued
maps, it follows that

Dαpi(t) ∈ − aipi(t) +

m∑
j=1

[c̄o(bji(pi(t)))]fj(qj(t))

+

m∑
j=1

[c̄o(cji(pi(t)))]fj(qj(t− τ(t)))

+

m∑
j=1

[c̄o(dji(pi(t)))]

∫ t

t−ρ(t)

fj(qj(s)) ds

+ Ji, t ≥ 0

Dαqj(t) ∈ − ujqj(t) +

n∑
i=1

[c̄o(vij(qj(t)))]gi(pi(t))

+

n∑
i=1

[c̄o(wij(qj(t)))]gi(pi(t− τ(t)))

+

n∑
i=1

[c̄o(zij(qj(t)))]

∫ t

t−ρ(t)

gi(pi(s)) ds+Hj .

(2)

We define

c̄o[bji(pi(t))] =


b+ji, |pi(t)| < Ti

[bji, b̄ji], |pi(t)| = Ti

b−ji, |pi(t)| > Ti,

c̄o[cji(pi(t))] =


c+ji, |pi(t)| < Ti

[cji, c̄ji], |pi(t)| = Ti

c−ji, |pi(t)| > Ti,

c̄o[dji(pi(t))] =


d+ji, |pi(t)| < Ti

[dji, d̄ji], |pi(t)| = Ti

d−ji, |pi(t)| > Ti,

c̄o[vij(qj(t))] =


v+ij , |qj(t)| < T̃j

[vij , v̄ij ], |qj(t)| = T̃j

v−ij , |qj(t)| > T̃j ,

c̄o[wij(qj(t))] =


w+

ij , |qj(t)| < T̃j

[wij , w̄ij ], |qj(t)| = T̃j

w−
ij , |qj(t)| > T̃j ,

c̄o[zij(qj(t))] =


z+ij , |qj(t)| < T̃j

[zij , z̄ij ], |qj(t)| = T̃j

z−ij , |qj(t)| > T̃j .

In this paper, we set

bji = min{b+ji, b
−
ji}, b̄ji = max{b+ji, b

−
ji},

cji = min{c+ji, c
−
ji}, c̄ji = max{c+ji, c

−
ji},

dji = min{d+ji, d
−
ji}, d̄ji = max{d+ji, d

−
ji},

vij = min{v+ij , v
−
ij}, v̄ij = max{v+ij , v

−
ij},

wij = min{w+
ij , w

−
ij}, w̄ij = max{w+

ij , w
−
ij},

z̄ij = max{z+ij , z
−
ij}, zij = min{z+ij , z

−
ij}.

There exist b̂ji(t) ∈ [c̄o(bji(pi(t)))], ĉji(t) ∈
[c̄o(cji(pi(t)))], d̂ji(t) ∈ [c̄o(dji(pi(t)))], v̂ij(t) ∈
[c̄o(vij(qj(t)))], ŵij(t) ∈ [c̄o(wij(qj(t)))] and
ẑij(t) ∈ [c̄o(zij(qj(t)))], measurable function such
that for t > 0, one has

Dαpi(t) =− aipi(t) +

m∑
j=1

b̂ji(t)fj(qj(t))

+

m∑
j=1

ĉji(t)fj(qj(t− τ(t)))
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+

m∑
j=1

d̂ji(t)

∫ t

t−ρ(t)

fj(qj(s)) ds+ Ji,

Dαqj(t) = −ujqj(t) +

n∑
i=1

v̂ij(t)gi(pi(t))

+

n∑
i=1

ŵij(t)gi(pi(t− τ(t)))

+

n∑
i=1

ẑij(t)

∫ t

t−ρ(t)

gi(pi(s)) ds+Hj

(3)

In this work, the slave system is described by

Dαp̃i(t) =− aip̃i(t) +

m∑
j=1

[bji(p̃i(t))]fj(q̃j(t))

+

m∑
j=1

[cji(p̃i(t))]fj(q̃j(t− τ(t)))

+

m∑
j=1

[dji(p̃i(t))]

∫ t

t−ρ(t)

fj(q̃j(s)) ds

+ Ji + ζi(t), t ≥ 0

Dαq̃j(t) =− uj q̃j(t) +

n∑
i=1

[vij(q̃j(t))]gi(p̃i(t))

+

n∑
i=1

[wij(q̃j(t))]gi(p̃i(t− τ(t)))

+

n∑
i=1

[zij(q̃j(t))]

∫ t

t−ρ(t)

gi(p̃i(s)) ds

+Hj + ςj(t), t ≥ 0, (4)

for i = 1, 2, ..., n, j = 1, 2, ...,m, where ζi(t) and ςj(t)
denote the control inputs. Consider the state variable
of the slave system p̃(t) = (p̃1(t), p̃2(t), ..., p̃n(t))

T ∈
Rn, q̃(t) = (q̃1(t), q̃2(t), ..., q̃m(t))T ∈ Rm. The system
parameters can be defined as

bji(p̃i(t)) =

{
b+ji, |p̃i(t)| ≤ T́i

b−ji, |p̃i(t)| > T́i,

cji(p̃i(t)) =

{
c+ji, |p̃i(t)| ≤ T́i

c−ji, |p̃i(t)| > T́i,

dji(p̃i(t)) =

{
d+ji, |p̃i(t)| ≤ T́i

d−ji, |p̃i(t)| > T́i,

vij(q̃j(t)) =

{
v+ij , |q̃j(t)| ≤ ´̃Tj

v−ij , |q̃j(t)| > ´̃Tj ,

wij(q̃j(t)) =

{
w+

ij , |q̃j(t)| ≤ ´̃Tj

w−
ij , |q̃j(t)| > ´̃Tj ,

zij(q̃j(t)) =

{
z+ij , |q̃j(t)| ≤ ´̃Tj

z−ij , |q̃j(t)| > ´̃Tj .

Next, we apply the differential inclusion theory, in the
sense of Filippov.

The set valued map of the slave system can be
described as

Dαp̃i(t) ∈ − aip̃i(t) +

m∑
j=1

[c̄o(bji(p̃i(t)))]fj(q̃j(t))

+

m∑
j=1

[c̄o(cji(p̃i(t)))]fj(q̃j(t− τ(t)))

+

m∑
j=1

[c̄o(dji(p̃i(t)))]

∫ t

t−ρ(t)

fj(q̃j(s)) ds

+ Ji +H[ζi(t)], t ≥ 0

Dαq̃j(t) ∈ − uj q̃j(t) +

n∑
i=1

[c̄o(vij(q̃j(t)))]gi(p̃i(t))

+

n∑
i=1

[c̄o(wij(q̃j(t)))]gi(p̃i(t− τ(t)))

+

n∑
i=1

[c̄o(zij(q̃j(t)))]

∫ t

t−ρ(t)

gi(p̃i(s)) ds

+Hj +H[ςj(t)], t ≥ 0. (5)

We define

c̄o[bji(p̃i(t))] =


b+ji, |p̃i(t)| < T́i

[bji, b̄ji], |p̃i(t)| = T́i

b−ji, |p̃i(t)| > T́i,

c̄o[cji(p̃i(t))] =


c+ji, |p̃i(t)| < T́i

[cji, c̄ji], |p̃i(t)| = T́i

c−ji, |p̃i(t)| > T́i,

c̄o[dji(p̃i(t))] =


d+ji, |p̃i(t)| < T́i

[dji, d̄ji], |p̃i(t)| = T́i

d−ji, |p̃i(t)| > T́i,

c̄o[vij(q̃j(t))] =


v+ij , |q̃j(t)| < ´̃Tj

[vij , v̄ij ], |q̃j(t)| =
´̃Tj

v−ij , |q̃j(t)| > ´̃Tj ,

c̄o[wij(q̃j(t))] =


w+

ij , |q̃j(t)| < ´̃Tj

[wij , w̄ij ], |q̃j(t)| = ´̃Tj

w−
ij , |q̃j(t)| > ´̃Tj ,
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c̄o[zij(q̃j(t))] =


z+ij , |q̃j(t)| < ´̃Tj

[zij , z̄ij ], |q̃j(t)| = ´̃Tj

z−ij , |q̃j(t)| > ´̃Tj .

All other parameter are defined as neural slave
system. The initial conditions assumed for the
Master-Slave system are described as follows pi(s) =
σ̂i(s), qj(s) = ϱ̂j(s), p̃i(s) = σ̃i(s), q̃j(s) = ϱ̃j(s),
respectively, s ∈ [−ω, 0], σ̂i(s), ϱ̂j(s), σ̃i(s), ϱ̃j(s) ∈
C
(
[−ω, 0],R

)
. Here ω = max{τ∗, ρ∗} for i =

1, 2, ..., n, j = 1, 2, ...,m.
Then there exist b̌ji(t) ∈ [c̄o(bji(p̃i(t)))],
čji(t) ∈ [c̄o(cji(p̃i(t)))] ďji(t) ∈ [c̄o(dji(p̃i(t)))],
ζ∗i (t) ∈ H[ζi(t)], v̌ij(t) ∈ [c̄o(vij(q̃j(t)))], w̌ij(t) ∈
[c̄o(wij(q̃j(t)))], žij(t) ∈ [c̄o(zij(q̃j(t)))] and
ς∗j (t) ∈ H[ςj(t)] the measurable function such that

Dαp̃i(t) =− aip̃i(t) +

m∑
j=1

b̌ji(t)fj(q̃j(t))

+

m∑
j=1

čji(t)fj(q̃j(t− τ(t)))

+

m∑
j=1

ďji(t)

∫ t

t−ρ(t)

fj(q̃j(s)) ds

+ Ji + ζ∗i (t), t ≥ 0,

Dαq̃j(t) =− uj q̃j(t) +

n∑
i=1

v̌ij(t)gi(p̃i(t))

+

n∑
i=1

w̌ij(t)gi(p̃i(t− τ(t)))

+

n∑
i=1

žij(t)

∫ t

t−ρ(t)

gi(p̃i(s)) ds

+Hj + ς∗j (t), t ≥ 0. (6)

Definition II.6 For any solution of the Master-Slave
system with different initial values is said to be a
projective lag synchronization, if

lim
t→∞

∥p̃(t)− λp(t− ϑ)∥+ lim
t→∞

∥q̃(t)− λq(t− ϑ)∥ = 0.

Where λ is the projective coefficients and ϑ is the
projective transmittal delay.

Remark II.7 For ϑ = 0, the Master-Slave system
achieves globally projective synchronization. For ϑ =
0, λ = 1, the Master-Slave system achieves globally
complete synchronization; also, for the values ϑ =
0, λ = −1, the Master-Slave system attains globally
anti-synchronization.

The following assumptions ensure the existence and
uniqueness of solution of the master-slave system.
(H1). The activation functions fj and gi are Lipschitz-
continuous on R and fj(0) and gi(0) are bounded, i.e.,
there exist Lipschitz constants Li > 0 and L̃j > 0 such
that

|gi(p̃)− gi(p)| ≤ Li|p̃− p|,
|fj(q̃)− fj(q)| ≤ L̃j |q̃ − q|,

for all p, q, p̃, q̃ ∈ R and i = 1, 2, ..., n, j =
1, 2, ...,m.
(H2). For all p, q ∈ R, there exist constants Li > 0
and L̃j > 0 such that

|gi(p)| ≤ Li, |fj(q)| ≤ L̃j ,

for i = 1, 2, ..., n, j = 1, 2, ...,m.
The following fractional Barbalat’s lemma (see, e.g.,
[20]) plays to critical role in our main theorems.

Lemma II.8 If
∫ t

t0
Λ(s) ds has finite limit as t → ∞,

DαΛ(t) is bounded, then limt→∞ Λ(t) = 0, where 0 <
α < 1.

III. Synchronization results

In this section, we use suitable Lyapunov
functions to derive sufficient conditions ensuring global
projective lag synchronization, based on adaptive
switching control scheme.

Let ri(t) = p̃i(t)− λpi(t− ϑ) and r̃j(t) = q̃j(t)−
λqj(t− ϑ). Considering the adaptive switching control
given in the slave system (4), it follows that

ζi(t) =

{
−ηi(t)ri(t)− βi sgn(ri(t)) + (λ− 1)Ji

η̇i(t) = κi|ri(t)|,

ςj(t) =

{
−µj(t)r̃j(t)− γj sgn(r̃j(t)) + (λ− 1)Hj

µ̇j(t) = ιj |r̃j(t)|,
(7)

where βi, κi, ιj and γj denotes the positive gains,
ηi(t) and µj(t) denotes the adaptive constants.

The dynamical error systems (3) and (6) can now
be expressed in the following form

Dαri(t) =− airi(t) +

m∑
j=1

[
b̌ji(t)fj(q̃j(t))

− λb̂ji(t− ϑ)fj(qj(t− ϑ))
]
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+

m∑
j=1

[
čji(t)fj(q̃j(t− τ(t)))

− λĉji(t− ϑ)fj(qj(t− ϑ− τ(t− ϑ)))
]

+

m∑
j=1

[
ďji(t)

∫ t

t−ρ(t)

fj(q̃j(s)) ds

− λd̂ji((t− ϑ))

∫ t

t−ρ(t)

fj(q̃j(s− ϑ)) ds
]

− ηi(t)ri(t)− βiχi(t), (8)

Dαr̃j(t) =− uj r̃j(t) +

n∑
i=1

[
v̌ij(t)gi(p̃i(t))

− λv̂ij(t− ϑ)gi(pi(t− ϑ))
]

+

n∑
i=1

[
w̌ij(t)gi(p̃i(t− τ(t)))

− λŵij(t− ϑ)gi(pi(t− ϑ− τ(t− ϑ)))
]

+

n∑
i=1

[
žij(t)

∫ t

t−ρ(t)

gi(p̃i(s)) ds

− λẑij(t− ϑ)

∫ t

t−ρ(t)

gi(pi(s− ϑ)) ds

− µj(t)r̃j(t)− γjνj(t), (9)

where

χi(t) ∈ H[sgn(ri(t))] =


−1, ri(t) > 0

[−1, 1], ri(t) = 0

1, ri(t) > 0,

νj(t) ∈ H[sgn(r̃j(t))] =


−1, r̃i(t) > 0

[−1, 1], r̃i(t) = 0

1, r̃i(t) > 0.

Next we shall prove to the following lemma, needed by
the proof of our main theorem.

Lemma III.1 Assume that b̂ji(t) ∈ [c̄o(bji(pi(t)))],

ĉji(t) ∈ [c̄o(cji(pi(t)))], d̂ji(t) ∈ [c̄o(dji(pi(t)))],
v̂ij(t) ∈ [c̄o(vij(qj(t)))], ŵij(t) ∈ [c̄o(wij(qj(t)))],
ẑij(t) ∈ [c̄o(zij(qj(t)))], b̌ji(t) ∈ [c̄o(bji(p̃i(t)))],
čji(t) ∈ [c̄o(cji(p̃i(t)))], ďji(t) ∈ [c̄o(dji(p̃i(t)))],
v̌ij(t) ∈ [c̄o(vij(q̃j(t)))], w̌ij(t) ∈ [c̄o(wij(q̃j(t)))]
and žij(t) ∈ [c̄o(zij(q̃j(t)))].
By the assumptions H(1) and H(2), the following
conditions are satisfied:∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

∣∣∣

≤b∗jiL̄j |r̃j(t)|+Φ1,∣∣∣čji(t)fj(q̃j(t− τ(t)))− λĉji(t− ϑ))

× fj(qj(t− ϑ− τ(t− ϑ)))
∣∣∣

≤c∗jiL̄j |r̃j(t− τ(t))|+Φ2,∣∣∣ďji(t)∫ t

t−ρ(t)

fj(q̃j(s)) ds

− λd̂ji((t− ϑ))

∫ t

t−ρ(t)

fj(q̃j(s− ϑ)) ds
∣∣∣

≤ d∗jiL̄j

∫ t

t−ρ(t)

|r̃j(s))| ds+Φ3,∣∣∣v̌ij(t)gi(p̃i(t))
− λv̂ij(t− ϑ))gi(pi(t− ϑ))

∣∣∣
≤v∗ijLi|ri(t)|+Ψ1,∣∣∣w̌ij(t)gi(p̃i(t− τ(t)))

− λŵij(t− ϑ))gi(pi(t− ϑ− τ(t− ϑ)))
∣∣∣

≤w∗
ijLi|ri(t− τ(t))|+Ψ2,∣∣∣žij(t)∫ t

t−ρ(t)

gi(p̃i(s)) ds

− λẑij(t− ϑ))

∫ t

t−ρ(t)

gi(pi(s− ϑ)) ds
∣∣∣

≤z∗ijLi

∫ t

t−ρ(t)

|ri(s))| ds+Ψ3,

where i = 1, 2, ..., n and j = 1, 2, ...,m, λ is the
projective coefficients, ϑ is the projective transmittal
delay, with the notations b∗ji = max{|b+ji|, |b

−
ji|},

c∗ji = max{|c+ji|, |c
−
ji|}, d∗ji = max{|d+ji|, |d

−
ji|},

v∗ij = max{|v+ij |, |v
−
ij |}, w∗

ij = max{|w+
ij |, |w

−
ij |},

z∗ij = max{|z+ij |, |z
−
ij |}. We also have

Φ1 = max{|b+ji − b−ji|L̄j , |b+ji − b−ji||λ|L̄j , 0},
Φ2 = max{|c+ji − c−ji|L̄j , |c+ji − c−ji||λ|L̄j , 0},
Φ3 = max{|d+ji − d−ji|ρL̄j , |d+ji − d−ji||λ|ρL̄j , 0},
Ψ1 = max{|v+ij − v−ij |Li, |v+ij − v−ij ||λ|Li, 0},
Ψ2 = max{|w+

ij − w−
ij |Li, |w+

ij − w−
ij ||λ|Li, 0},

Ψ3 = max{|z+ij − z−ij |ρLi, |z+ij − z−ij ||λ|ρLi, 0}.

Proof. The proof of this result is divided into four cases.

(1). For |p̃i(t)| ≤ T́i, |pi(t− ϑ)| ≤ Ti and |q̃j(t)| ≤ ´̃Tj ,
|qj(t− ϑ)| ≤ T̃j , we get∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

∣∣∣
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=
∣∣∣b+ji(fj(q̃j(t))− λfj(qj(t− ϑ))

)∣∣∣
≤|b+ji|L̃j

∣∣∣q̃j(t)− λqj(t− ϑ))
∣∣∣

≤b∗jiL̃j |r̃j(t)|,

and ∣∣∣v̌ij(t)gi(p̃i(t))− λv̂ij(t− ϑ))gi(pi(t− ϑ))
∣∣∣

=
∣∣∣v+ij(gi(p̃i(t))− λgi(pi(t− ϑ))

)∣∣∣
≤|v+ij |Li

∣∣∣p̃i(t)− λpi(t− ϑ))
∣∣∣

≤v∗ijLi|ri(t)|.

(2). For |p̃i(t)| ≥ T́i, |pi(t− ϑ)| ≥ Ti and |q̃j(t)| ≥ ´̃Tj ,
|qj(t− ϑ)| ≥ T̃j , we get∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

∣∣∣
=
∣∣∣b−ji(fj(q̃j(t))− λfj(qj(t− ϑ))

)∣∣∣
≤|b−ji|L̃j

∣∣∣q̃j(t)− λqj(t− ϑ))
∣∣∣

≤b∗jiL̃j |r̃j(t)|,

and ∣∣∣v̌ij(t)gi(p̃i(t))− λv̂ij(t− ϑ))gi(pi(t− ϑ))
∣∣∣

=
∣∣∣v−ij(gi(p̃i(t))− λgi(pi(t− ϑ))

)∣∣∣
≤|v−ij |Li

∣∣∣p̃i(t)− λpi(t− ϑ))
∣∣∣

≤v∗ijLi|ri(t)|.

From above two cases, Similarly we have to prove that∣∣∣čji(t)fj(q̃j(t− τ(t)))− λĉji(t− ϑ))

× fj(qj(t− ϑ− τ(t− ϑ)))
∣∣∣ ≤ c∗jiL̄j |r̃j(t− τ(t))|,∣∣∣ďji(t)∫ t

t−ρ(t)

fj(q̃j(s)) ds− λd̂ji(t− ϑ)

×
∫ t

t−ρ(t)

fj(q̃j(s− ϑ)) ds
∣∣∣ ≤ d∗jiL̄j

∫ t

t−ρ(t)

|r̃j(s))| ds,

and∣∣∣w̌ij(t)gi(p̃i(t− τ(t)))− λŵij(t− ϑ))

×gi(pi(t− ϑ− τ(t− ϑ)))
∣∣∣ ≤w∗

ijLi|ri(t− τ(t))|,

∣∣∣žij(t)∫ t

t−ρ(t)

gi(p̃i(s)) ds− λŵij(t− ϑ))

×
∫ t

t−ρ(t)

gi(pi(s− ϑ)) ds
∣∣∣

≤z∗ijLi

∫ t

t−ρ(t)

|ri(s))|ds.

(3). For |p̃i(t)| > T́i, |pi(t− ϑ)| ≤ Ti and |q̃j(t)| > ´̃Tj ,
|qj(t− ϑ)| ≤ T̃j , we get∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

∣∣∣∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

+ λb̌ji(t)fj(qj(t− ϑ))− λb̌ji(t)fj(qj(t− ϑ))
∣∣∣

≤|b̌ji(t)|
∣∣∣fj(q̃j(t))− λfj(qj(t− ϑ))

∣∣∣+
|λ|

∣∣∣b̌ji(t)− b̂ji(t− ϑ)
∣∣∣|fj(qj(t− ϑ))|

≤|b−ji|L̃j

∣∣∣q̃j(t)− λ(qj(t− ϑ))
∣∣∣+ |b−ji − b+ji||λ|L̃j

≤b∗jiL̃j |r̃j(t)|+ |b+ji − b−ji||λ|L̃j ,

and ∣∣∣v̌ij(t)gi(p̃i(t))− λv̂ij(t− ϑ))]gi(pi(t− ϑ))
∣∣∣

=
∣∣∣v̌ij(t)gi(p̃i(t))− λv̂ij(t− ϑ))gi(pi(t− ϑ))

+ λv̌ij(t)gi(pi(t− ϑ))− λv̌ij(t)gi(pi(t− ϑ))
∣∣∣

≤|v̌ij(t)|
∣∣∣gi(p̃i(t))− λgi(pi(t− ϑ))

∣∣∣+
|λ|

∣∣∣v̌ij(t)− v̂ij(t− ϑ)
∣∣∣|gi(pi(t− ϑ))|

≤|v−ij |Li

∣∣∣p̃i(t)− λ(pi(t− ϑ))
∣∣∣+ |v−ij − v+ij ||λ|Li

≤v∗ijLi|r̃j(t)|+ |v+ij − v−ij ||λ|Li.

Similarly, we have∣∣∣čji(t)fj(q̃j(t− τ(t)))− λĉji(t− ϑ))

× fj(qj(t− ϑ− τ(t− ϑ)))
∣∣∣

≤c∗jiL̄j |r̃j(t− τ(t))|+ |c+ji − c−ji||λ|L̃j∣∣∣ďji(t)∫ t

t−ρ(t)

fj(q̃j(s)) ds− λd̂ji(t− ϑ)

×
∫ t

t−ρ(t)

fj(q̃j(s− ϑ)) ds
∣∣∣

≤d∗jiL̄j

∫ t

t−ρ(t)

|r̃j(s))| ds+ ρ|d+ji − d−ji||λ|L̃j ,
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and ∣∣∣w̌ij(t)gi(p̃i(t− τ(t)))− λŵij(t− ϑ))

× gi(pi(t− ϑ− τ(t− ϑ)))
∣∣∣

≤w∗
ijLi|ri(t− τ(t))|+ |v+ij − v−ij ||λ|Li,∣∣∣žij(t)∫ t

t−ρ(t)

gi(p̃i(s)) ds− λŵij(t− ϑ))

×
∫ t

t−ρ(t)

gi(pi(s− ϑ)) ds
∣∣∣

≤z∗ijLi

∫ t

t−ρ(t)

|ri(s))|ds+ ρ|z+ij − z−ij ||λ|Li.

(4). For |p̃i(t)| ≤ T́i, |pi(t− ϑ)| > Ti and |q̃j(t)| ≤ ´̃Tj ,
|qj(t− ϑ)| > T̃j , we get∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

∣∣∣
=
∣∣∣b̌ji(t)fj(q̃j(t))− λb̂ji(t− ϑ))fj(qj(t− ϑ))

+ b̂ji(t− ϑ))fj(q̃j(t))− b̂ji(t− ϑ))fj(q̃j(t))
∣∣∣

≤|b̂ji(t− ϑ))|
∣∣∣fj(q̃j(t))− λfj(qj(t− ϑ))

∣∣∣
+
∣∣∣b̌ji(t)− b̂ji(t− ϑ))

∣∣∣|fj(q̃j(t))|
≤|b+ji|L̃j

∣∣∣q̃j(t)− λ(qj(t− ϑ))
∣∣∣+ |b+ji − b−ji|L̃j

≤b∗jiL̃j |r̃j(t)|+ |b+ji − b−ji|L̃j ,

and ∣∣∣v̌ij(t)gi(p̃i(t))− λv̂ij(t− ϑ))gi(pi(t− ϑ))
∣∣∣

=
∣∣∣v̌ij(t)gi(p̃i(t))− λv̂ij(t− ϑ))gi(pi(t− ϑ))

+ v̂ij(t− ϑ))gi(p̃i(t))− v̂ij(t− ϑ))gi(p̃i(t))
∣∣∣

≤|v̂ij(t− ϑ))|
∣∣∣gi(p̃i(t))− λgi(pi(t− ϑ))

∣∣∣
+
∣∣∣v̌ij(t)− v̂ij(t− ϑ))

∣∣∣|gi(p̃i(t))|
≤|v+ij |Li

∣∣∣p̃i(t)− λ(pi(t− ϑ))
∣∣∣+ |v+ij − v−ij |Li

≤v∗ijLi|ri(t)|+ |v+ij − v−ij |Li.

Similarly, we have∣∣∣čji(t)fj(q̃j(t− τ(t)))− λĉji(t− ϑ))

× fj(qj(t− ϑ− τ(t− ϑ)))
∣∣∣

≤c∗jiL̄j |r̃j(t− τ(t))|+ |c+ji − c−ji|L̃j

∣∣∣ďji(t)∫ t

t−ρ(t)

fj(q̃j(s)) ds

− λd̂ji(t− ϑ)

∫ t

t−ρ(t)

fj(q̃j(s− ϑ)) ds
∣∣∣

≤d∗jiL̄j

∫ t

t−ρ(t)

|r̃j(s))| ds+ ρ|d+ji − d−ji|L̃j ,

and ∣∣∣w̌ij(t)gi(p̃i(t− τ(t)))− ŵij(t− ϑ))λ

× gi(pi(t− ϑ− τ(t− ϑ)))
∣∣∣

≤w∗
ijLi|ri(t− τ(t))|+ |v+ij − v−ij |Li,∣∣∣žij(t)∫ t

t−ρ(t)

gi(p̃i(s)) ds− ŵij(t− ϑ))

×
∫ t

t−ρ(t)

λgi(pi(s− ϑ)) ds
∣∣∣

≤z∗ijLi

∫ t

t−ρ(t)

|ri(s))| ds+ ρ|z+ij − z−ij |Li.

This completes the proof of the lemma. Based on the
above lemma and the adaptive switching controller, the
sufficient conditions are derived to the following results.

Theorem III.2 Assume that H(1) and H(2) hold.
If the following conditions are satisfied, then the
Master-Slave systems are globally projective lag
synchronization based on the switching controller (7)

Ω1 = min
1≤i≤n

{
ai + ηi

−
m∑
j=1

(
v∗ij +

w∗
ij

1− σ
+ ρz∗ij

)
Li

}
> 0,

Ω2 = min
1≤i≤n

(
βi − [

m∑
j=1

Ψ1 +Ψ2 +Ψ3]
)
> 0,

Θ1 = min
1≤j≤m

{
uj + µj

−
n∑

i=1

(
b∗ji +

c∗ji
1− σ

+ ρd∗ji

)
L̃j

}
> 0,

Θ2 = min
1≤j≤m

(
γj − [

n∑
i=1

Φ1 +Φ2 +Φ3]
)
> 0.

Here b∗ji, c
∗
ji, d

∗
ji, v

∗
ij , w

∗
ij , z

∗
ij , Ψ1, Ψ2, Ψ3, Φ1, Φ2

and Φ3 are those already defined in Lemma III.1,
while ηi, βi, µj and γj denote appropriate positive
constants.
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Proof . Choose the Lyapunov-like function defined by
V (t) = V1(t) + V2(t) + V3(t), where

V1(t) =D−(1−α)
( n∑

i=1

|ri(t)|+
m∑
j=1

|r̃j(t)|
)
,

V2(t) =

n∑
i=1

1

2κi
(ηi(t)− ηi)

2 +

m∑
j=1

1

2ιj
(µj(t)− µj)

2

V3(t) =
1

1− σ

m∑
j=1

( n∑
i=1

c∗jiL̃j

)∫ t

t−τ(t)

|r̃j(s)| ds

+

m∑
j=1

n∑
i=1

d∗jiL̃j

∫ 0

−ρ(t)

∫ t

t+s

|r̃j(s)|ds

+
1

1− σ

n∑
i=1

( m∑
j=1

w∗
ijLi

)∫ t

t−τ(t)

|ri(s)| ds

+

n∑
i=1

m∑
j=1

z∗ijLi

∫ 0

−ρ(t)

∫ t

t+s

|ri(s)| ds

By calculating the derivative of the Lyapunov-like
function based on the Riemann-Liouville derivative
definition along the solutions of the error system (8) and
(9), we get

V̇ (t) = V̇1(t) + V̇2(t) + V̇3(t), (10)

where

V̇1(t) =Dα
[ n∑

i=1

|ri(t)|+
m∑
j=1

|r̃j(t)|
]

≤
n∑

i=1

{
− ai|ri(t)|+

m∑
j=1

[
b∗jiL̃j |r̃j(t)|+Φ1

]
+

m∑
j=1

[
c∗jiL̃j |r̃j(τ(t))|+Φ2

]
+

m∑
j=1

[
d∗jiL̃j

×
∫ t

t−ρ(t)

|r̃j(s)| ds+Φ3

]
− ηi(t)|ri(t)| − βiχi(t)

}
+

m∑
j=1

{
− uj |r̃j(t)|+

n∑
i=1

[
v∗ijLi|ri(t)|+Ψ1

]
+

n∑
i=1

[
w∗

ijLi|ri(t− τ(t))|+Ψ2

] n∑
i=1

+
[
z∗ijLi

×
∫ t

t−ρ(t)

|ri(s)| ds+Ψ3

]
− µj(t)|r̃j(t)| − γjνj(t)

}
where χi(t) = sgn(ri(t)), if ri(t) ̸= 0, while ϵi(t) can
be arbitrarily chosen in [−1, 1], if ri(t) = 0 and νj(t) =

sgn(r̃j(t)), while for r̃j(t) ̸= 0, ϵ̃j(t) can be arbitrary
chosen in [−1, 1], if r̃j(t) = 0.

V̇2(t) =

n∑
i=1

2

2κi
(ηi(t)− ηi)η̇i(t)

+

m∑
j=1

2

2ιj
(µj(t)− µj)µ̇j(t)

=

n∑
i=1

ηi(t)|ri(t)| −
n∑

i=1

ηi|ri(t)|

+

m∑
j=1

µj(t)|r̃j(t)| −
m∑
j=1

µj |r̃j(t)|

and

V̇3(t) ≤−
n∑

i=1

m∑
j=1

w∗
ijLi|ri(t− τ(t))|

+
1

1− σ

n∑
i=1

m∑
j=1

w∗
ijLi|ri(t)|

+

n∑
i=1

m∑
j=1

z∗ijLiρ|ri(t)|

−
n∑

i=1

m∑
j=1

z∗ijLi

∫ t

t−ρ(t)

|ri(s)| ds

+

m∑
j=1

n∑
i=1

c∗jiL̃j |r̃j(t− τ(t))|

+
1

1− σ

m∑
j=1

n∑
i=1

c∗jiL̃j |r̃j(t)|

+

m∑
j=1

n∑
i=1

d∗jiL̃jρ|r̃j(t)|

−
m∑
j=1

n∑
i=1

d∗jiL̃j

∫ t

t−ρ(t)

|r̃j(s)| ds.

According to Eq. (10) and the hypotheses of our
theorem, it follows that

V̇ (t) ≤ −Ω1

n∑
i=1

|ri(t)| −Θ1|
m∑
j=1

r̃j(t)| − (Ω2 +Θ2)

≤ −Υ
[ n∑

i=1

|ri(t)|+
m∑
j=1

|r̃j(t)|
]
≤ −ΥΛ(t),

where Λ(t) =
∑n

i=1 |ri(t)|+
∑m

j=1 |r̃j(t)| and Υ =

min{Ω1, Θ1}. As V (t) + Υ
∫ t

t0
Λ(s) ds ≤ V (t0), it
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follows that limt→∞ Λ(t) is bounded, hence Dα|ri(t)|
and Dα|r̃j(t)| is also bounded. According to the
fractional Barbalat’s Lemma we have limt→∞ Λ(t) = 0,
therefore it follows that

lim
t→∞

∥r(t)∥ = 0 and lim
t→∞

∥r̃(t)∥ = 0.

Hence, the Master-Slave systems based on the
switching controller (7) are globally projective lag
synchronized. This completes the proof of our main
theorem.

In the particular case when the master-slave systems
are without distributed delay, we have some interesting
consequences. The following corollary follows directly
from Theorem III.2.

Corollary III.3 Suppose that Assumptions H(1) and
H(2) hold. The Master-Slave systems based on the
switching controller (7) are globally projective lag
synchronization, if the following conditions hold:

Ω1 = min
1≤i≤n

{
ai + ηi −

m∑
j=1

(
v∗ij +

w∗
ij

1− σ

)
Li

}
> 0,

Υ2 = min
1≤i≤n

(
βi −

m∑
j=1

{Ψ1 +Ψ2}
)
> 0,

Θ3 = min
1≤j≤m

{
uj + µj −

n∑
i=1

(
b∗ji +

c∗ji
1− σ

)
L̃j

}
> 0,

Λ4 = min
1≤j≤m

(
γj −

n∑
i=1

{Φ1 +Φ2}
)
> 0.

The parameters b∗ji, c
∗
ji, v

∗
ij , w

∗
ij , Ψ1, Ψ2, Φ1 and Φ2

have been defined in Lemma III.1, while ηi, βi, µj

and γj denote appropriate positive scalars.

Remark III.4 Many of the results have been
investigated the fractional order synchronization
of memristor based neural networks to non-
linear activations which satisfies the conditions:
gi(0) = 0, fj(0) = 0, gi(±Ti) = fj(±T̃j) =

gi(±T́i) = fj(± ´̃Tj) = 0, Ti = T́i and T̃i =
´̃Ti, where

Ti, T̃j , T̃i,
´̃Tj are parameter switching jumps, see Ref

[6, 7, 8, 21]. But in this paper, the above assumptions
are to be restricted and the major improvements are
listed as below:

1. Assume the switching jump parameter of
MFBNNs in (1) is different from switching

jump parameters of MFBNNs in (4), that is
gi(±Ti) ̸= 0, fj(±T̃j) ̸= 0, gi(±Ti) ̸= gi(±T́i)

and fj(±T̃j) ̸= fj(± ´̃Tj), where Ti, T̃j , T́i,
´̃T

are switching parameter jumps.
2. The mismatch switching parameter jumps are

unavoidable in real life applications because
the noises, external disturbance or other human
factors.

3. Based on the restricted assumption, the system
(1) can be treated as discontinuous dynamical
system. Additionally, the switching jumps depend
on the Master-Slave synchronization condition,
which leads to switching jumps when they are
relatively small.

4. This article is associated with the synchronization
errors, projective coefficient, transmitted delay
and switching parameter jumps.

IV. Numerical simulations

In this section, a numerical examples is given to
illustrate the theoretical results obtained above.

Example IV.1 In system (1), choose α = 0.97, p =
(p1, p2)

T ,q = (q1, q2)
T , f(q) = (f1(q1), f2(q2))

T ,
g(p) = (g1(p1), g2(p2))

T , fj(qj) = tanh(qj), gi(pi) =
tanh(pi), τ(t) =

et

1+et , ρ(t) = 0.1 sin t+ 1, σ = 0.3 <

1, τ = 2, ρ = 2, J = (0 0)T , H = (0 0)T , a1 = 0.5,
a2 = 1, u1 = 1.75, u2 = 1.75 and

b11(p1(t)) =

{
−1.5, |p1(t)| ≤ 0.1

−0.95, |p1(t)| > 0.1,

b12(p2(t)) =

{
−2.35, |p2(t)| ≤ 0.2

−1.72, |p2(t)| > 0.2,

b21(p1(t)) =

{
1.75, |p1(t)| ≤ 0.1

0.98, |p1(t)| > 0.1,

b22(p2(t)) =

{
−1.25, |p2(t)| ≤ 0.2

−0.48, |p2(t)| > 0.2,

c11(p1(t)) =

{
−0.87, |p1(t)| ≤ 0.1

−0.48, |p1(t)| > 0.1,

c12(p2(t)) =

{
−1.53, |p2(t)| ≤ 0.2

−1.2, |p2(t)| > 0.2,

c21(p1(t)) =

{
1.52, |p1(t)| ≤ 0.1

1.08, |p1(t)| > 0.1,
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c22(p2(t)) =

{
−1.65, |p2(t)| ≤ 0.2

−1.48, |p2(t)| > 0.2,

d11(p1(t)) =

{
2.85, |p1(t)| ≤ 0.1

2.01, |p1(t)| > 0.1,

d12(p2(t)) =

{
−1.85, |p2(t)| ≤ 0.2

−1.42, |p2(t)| > 0.2,

d21(p1(t)) =

{
1.65, |p1(t)| ≤ 0.1

0.91, |p1(t)| > 0.1,

d22(p2(t)) =

{
1.45, |p2(t)| ≤ 0.2

0.92, |p2(t)| > 0.2,

v11(q1(t)) =

{
0.43, |q1(t)| ≤ 0.1

0.73, |q1(t)| > 0.1,

v12(q2(t)) =

{
0.63, |q2(t)| ≤ 0.2

0.78, |q2(t)| > 0.2,

v21(q1(t)) =

{
−0.73, |q1(t)| ≤ 0.1

−0.37, |q1(t)| > 0.1,

v22(q1(t)) =

{
−0.53, |q1(t)| ≤ 0.2

−0.32, |q1(t)| > 0.2,

w11(q1(t)) =

{
−0.58, |q1(t)| ≤ 0.1

−0.23, |q1(t)| > 0.1,

w12(q2(t)) =

{
0.83, |q2(t)| ≤ 0.2

0.58, |q2(t)| > 0.2,

w21(q1(t)) =

{
0.91, |q1(t)| ≤ 0.1

0.67, |q1(t)| > 0.1,

w22(q1(t)) =

{
−1.1, |q2(t)| ≤ 0.2

−0.77, |q2(t)| > 0.2,

z11(q1(t)) =

{
0.73, |q1(t)| ≤ 0.1

0.43, |q1(t)| > 0.1,

z12(q2(t)) =

{
−0.93, |q2(t)| ≤ 0.2

−0.62, |q2(t)| > 0.2,

z21(q1(t)) =

{
−0.83, |q1(t)| ≤ 0.1

−0.37, |q1(t)| > 0.1,

z22(q2(t)) =

{
1.03, |q1(t)| ≤ 0.2

0.87, |q1(t)| > 0.2.

In the switching control scheme (7) we can choose
the values η1(0) = 0.09, η2(0) = 0.02, µ1(0) =

0.04, µ2(0) = 0.02, ki = ιj = 0.1, λ = 2, η1 =

5.8, η2 = 6, µ1 = 10.4, µ2 = 8.5 and L1 = L2 =

L̃1 = L̃2 = 1, βi = 4.7, γj = 8.5 for i, j = 1, 2. By
simple manipulation of Φ1, Φ2, Φ3, Ψ1, Ψ2 and
Ψ3, we get Φ1 = 3.08, Φ2 = 1.76, Φ3 = 3.36, Ψ1 =

1.44, Ψ2 = 1.32 and Ψ3 = 1.84.
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Fig. 1. Projective lag synchronization error evolution of ri(t) and r̃j(t).

0 5 10 15 20 25 30 35 40
0

0.5

1

1.5

step

 

 
η

1
(t)

η
2
(t)

µ
1
(t)

µ
2
(t)

Fig. 2. The dynamical coupling strengthes of the switching controller
(8).

It is easy to check,

min
i

{
ai + ηi +

ξi
1− σ

−
2∑

j=1

(
v∗ij +

w∗
ij

1− σ
+ ρz∗ij

)
Li

}
> 0,

min
i

{
βi −

2∑
j=1

{Ψ1 +Ψ2 +Ψ3}
}
> 0,

min
j

{
uj + µj +

θj
1− σ

c⃝ 2017 John Wiley and Sons Asia Pte Ltd and Chinese Automatic Control Society
Prepared using asjcauth.cls



A. N. Other: A Demonstration of the Asian J. Contr. Class File 13

−
2∑

i=1

(
b∗ji +

c∗ji
1− σ

+ ρd∗ji

)
L̃j

}
> 0,

min
j

{
γj −

2∑
i=1

{Φ1 +Φ2 +Φ3}
}
> 0.

for (i, j = 1, 2). According to Theorem III.2, the
Master-Slave systems are globally projective lag
synchronization based on the switching controller
(7). Next, we choose the initial conditions of
MFBNNs master system and slave system as
(p1(t), p2(t), q1(t), q2(t)) = (−0.6, 1.7, 1.9,−0.5)
and (p̃1(t), p̃2(t), q̃1(t), q̃2(t)) = (1.4, 0.9, 1.6, 1.2).
Figure.1 displays the projective lag synchronization
evolution for state variables, while Figure.2 shows that
the adaptive control gains tends to positive number.

V. Conclusion

This paper discussed a class of global projective
lag synchronization of MFBNNs with mixed time
varying delays. By employing the fractional Barbalat’s
lemma, differential inclusion theory and suitable
Lyapunov-type methods, some new sufficient criteria
is derived to ensure that the synchronization error
dynamical system converges to zero, based on adaptive
switching control schemes. Finally, a numerical simu-
lation have been provided, to illustrate the effectiveness
and feasibility of our main theoretical results. Basically,
the bilayer structured competitive type neural networks
contains two kinds of state variables such as long-
term memory and short-term memory and it played
a significant role in broad spectrum of potential
application in different fields. However, the proposed
method can be easily extended to global projective lag
synchronization of fractional order competitive type
neural networks with discontinuous activation and we
will consider the interesting issue for future work.
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