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Abstract
Student feedback analysis is time-consuming and laborious work if it is handled manually. This study explores the use of a
new deep learning-based method to design a more accurate automated system for analysing students’ feedback
(called DTLP: deep learning and teaching process). The DTLP employs convolutional neural networks (CNNs), bidirec-
tional LSTM (BiLSTM), and attention mechanism.

To the best of our knowledge, a deep learning-based method using a unified feature set, which is representative of word
embedding, sentiment knowledge, sentiment shifter rules, linguistic and statistical knowledge, has not been thoroughly
studied with regard to sentiment analysis of student feedback. Furthermore, DTLP uses multiple strategies to overcome the
following drawbacks: contextual polarity; sentence types; words with similar semantic context but opposite sentiment
polarity; word coverage limit of an individual lexicon; and word sense variations. To evaluate the DTLP, we conducted an
experiment on a large volume of students’ feedback. The results showed (i) DTLP outperforms the existing systems in the
field, (ii) DTLP that learns from this unified feature set can acquire significantly higher performance than one that learns
from a feature subset, (iii) the ensemble of sentiment shifter rules, word embedding, statistical, linguistic, and sentiment
knowledge allows DTLP to obtain significant performance, and (iv) an attention mechanism into CNN-BiLSTM improves
the performance of DTLP. In addition, the deployed method looks for potential causes behind student feedback.

Keywords Student feedback · Deep learning · Sentiment analysis · Educational data mining · Intelligent learning
environments

1 Introduction

Technological advancement has innovated education dra-
matically. Among multiple ways of contributing to teaching
and learning processes, educational institutions use

technology as an instrument for gathering information about
student experiences and assessing/adjusting their teaching
approaches. Educational institutions should provide a
healthy learning environment and must create and manage
learning content to support and facilitate a successful
teaching and learning process. In addition, for educational
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institutions, student achievement is critical. The level of
satisfaction demonstrates a clear understanding of the uni-
versity environment, and the services offered to students.
Student satisfaction serves as a method to assess the quality
of education achieved and the efficiency of the institution's
operations. Higher education institutions are required to
change their programmes, procedures, and structures in
accordance with students’ needs.

Students can share their ideas through a variety of
methods, including classroom feedback, clickers, mobile
phones, and social media such as Facebook and Twitter.
Students’ feedback aids instructors in identifying their
strengths and shortcomings so that they may make neces-
sary modifications to their teaching and curriculum to
improve student learning quality. Curriculum design, lear-
ner behaviour, and faculty management decisions are also
influenced by the feedback received from students and
faculty members. Furthermore, student feedback can be also
used to enhance the course content indefinitely as well as
delivery for eLearning. In the learning and evaluation pro-
cess, feedback is a highly effective tool. In earlier systems,
students had to give feedback on paper. After filling out
feedback forms, these paper forms were collected by the
faculties and class teachers. Then, they calculated the
overall grade for each subject and each teacher or faculty.
Nowadays, students also use social media to express their
opinions and feelings. Subsequently, a teacher has to read
all the feedback. However, this process is still time-con-
suming and also costs a lot of resources to conduct this
analysis either using paper or online feedback forms and/or
social media.

In educational institutions, it is usually required that at
the end of each term, students are invited to complete a
questionnaire that is designed to collect students’ percep-
tions and feedback on their learning experience in the
course and the facilities of the university in terms of the
classroom, teaching quality, improvement needs, library,
etc. These questionnaires usually consist of Likert-scale
questions, Yes/No, open-ended qualitative questions, or a
mix. In this research, we also use the outcome of an online
survey that we conducted at the University of Twente to
collect students’ feedback regarding the various aspects of
learning experiences in a bachelor-level module. Through
such surveys, the university aims to improve students
learning and teaching quality. Furthermore, the main goal of
this type of exercise (e.g. “questionnaire”) is to allow
instructors and senior managers to evaluate comments and
enhance students’ learning experiences and processes.

In general, much attention is paid to summarize quanti-
tative feedback (e.g. the statistical comparisons are calcu-
lated, analysed, and presented), while qualitative feedback
from students is not fully taken into account, as manual
analysis of each student’s comments can be extremely

difficult, due to the large-scale feedback. However, ana-
lysing the qualitative feedback data can provide valuable
insights into teaching practices, course content, and cur-
riculum. Handling students’ opinions expressed in reviews
is a quite difficult, time-consuming, and tedious task as it is
typically performed manually by human intervention. While
such a task may seem easy for small-scale courses that
involve just a few students, it is impractical for large-scale
cases. On the other hand, most educational institutions have
the intent of collecting a large amount of data. However, it
is important to extract opinions from huge amounts of
opinionated content and present them in a simple compre-
hensible format. We expect that a sentiment analysis algo-
rithm would be able to help users with this issue. Sentiment
analysis is an application in natural language processing. Its
main task is to analyse and predict the users’ subjective
sentimental polarities towards events or items.

In our study, we ask the following question: ‘Can DTLP
analyse students’ opinions expressed in review or com-
ment?’ For this purpose, our hypotheses include (i) a
combined feature set constructed using feature vectors
based on word embedding, sentiment knowledge, linguistic
and statistical knowledge can potentially improve the per-
formance of classification, and (ii) a joint network with
CNN, BiLSTM, attention layer, and fully connected layer is
capable to generate a significant performance.

Problem statement: Although researchers proposed dif-
ferent methods for sentiment analysis of students’ feedback,
these approaches have not yet matured to the point where
they can solve existing issues, so there is still space and
opportunity for development and improvement. In this
research, we focus on sentiment analysis in students’
feedback. Our objective is twofold. Firstly, we present a
new deep learning-based approach to classify a student
report, observation, or textual expression of an individual’s
viewpoint into a “positive” or “negative” context. DTLP is
based on the CNN, BiLSTM algorithm, and attention
mechanism for classification at the sentence level. DTLP
(Fig. 1) receives word-level features as input through CNN,
then an encoded feature from BiLSTM is fed into the
attention layer. Subsequently, the concatenation of the
sentence-level feature and the output of the attention layer is
taken into account as the sentence-level vector representa-
tion (SLVR). Consequently, the SLVR is passed into the
fully connected layer to reveal the feedback label (positive/
negative). In this research work, we present a novel method
that integrates the word embedding approach, sentiment
shifter rules, statistical, linguistic, and sentiment knowledge
to solve student feedback sentiment analysis problems. In
addition, we propose a joint network with a CNN, BiLSTM,
and attention layer to obtain the final sentiment classifica-
tion results.
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Secondly, we design and develop the method (DTLP) and
present an experimental study to determine how well the
DTLP performs in comparison with the other current
systems.

The DTLP employs different strategies to overcome the
following shortcomings that may be summed up as follows:

(1) Words with the same semantic context but completely
opposite emotional polarities: Several proposed
methods used the word embedding approach (e.g.
word2vec) to represent a vector of each word. Aword
embedding model does not consider the sentiment
polarity of words (Araque et al. 2017). Consequently,
two words with different polarities can be mapped

Fig. 1 The architecture of the DTLP
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into close vectors (e.g. “like” and “dislike”). There-
fore, a word embedding-based vector representation
does not include enough sentiment information and is
unable to accurately obtain the sentiment of a
message. To address this issue, the word embedding
approach can be enriched by the prior sentiment
knowledge (PSK). PSK consists of complementary
information that does not exist in the word embed-
ding model. A sentiment lexicon can be considered a
PSK.

(2) Word sense variations: The word embedding
approach is not able to distinguish a word’s sense
and make a single representation per word form. For
instance, the word vector for “apple” as a company or
as a fruit is similar. Thus, DTLP also applies a
strategy to solve this issue.

(3) Limited word coverage of an individual lexicon:
Several dictionaries are combined since they com-
plement each other. Integrating different dictionaries
can overcome the limitations of word coverage.

(4) Contextual polarity (context-based sentiment analy-
sis): It means that the polarity of a word is changed
based on the context. Contextual polarity indicates i)
the negation, which can appear in a different place in
a message (for example, given the message “the
course was not attractive”, the polarity of the
sentence is changed due to the negation word
“not”); ii) specific particles such as “despite” and
“but” affecting the sentiment of a message (as an
example, given the message “the course material was
good, but the teacher's knowledge was not enough”).
The polarity of the phrase “the course material was
good” is changed by the “but” clause.

(5) Sentence types: In addition, the types of a sentence (e.
g. subjective, comparative, conditional/question, sar-
castic, etc.) (Chen et al. 2017) can also affect the
sentiment analysis. Most of the existing research did
not consider the sentence type.

(6) Different traditional machine learning-based methods
(TMLBMs) have been proposed by researchers for
this kind of task. However, these methods fail to
provide significant results because i) the feature
engineering must be done by an expert, as the
performance of a machine learning-based approach
depends on how precisely the features are extracted
and selected, which is also a quite difficult and time-
consuming process; however, unlike the machine
learning-based approach, a deep learning-based algo-
rithm can automatically extract features and learn
from the data and ii) a machine learning-based
approach also has a limitation when it comes to
capturing the dependence between words since it
implicitly assumes that the words are independent.

On the other hand, a deep learning-based approach,
for example, BiLSTM-based architecture, can handle
sequential processes (considers word order/syntactic
structure), consider long-range dependencies between
tweet words, and guarantee better performance com-
pared to other methods.

(7) Student feedback modelling: Both traditional
machine learning-based methods and a deep learn-
ing-based method (DLBM) need pre-processing of
the text into numerical feature vectors. Most of the
existing methods use the bag-of-word (BOW)
approach for text representation and information
retrieval. However, the BOW method has two major
shortcomings: It leads to sparsity, i.e. many features
have a zero value, and a high-dimensional feature
vector due to the large size of the vocabulary. Also,
the co-occurrence statistics between words are not
taken into account. An N-gram is also a popular
approach that, unlike the BOW method, considers the
word order. However, it also suffers from high
dimensionality and sparsity in data. To address these
problems, a word embedding model for vector
representation was employed. The statistical, linguis-
tic, and sentiment knowledge features are considered
in addition to the word embedding features to
enhance the feature vectors.

Contributions: Our significant contribution in this paper
can be summarized as follows:
(1) Our work is a new deep learning-based method in

which a unified feature set which is representative of
word embedding, sentiment knowledge, sentiment
shifter rules, statistical and linguistic knowledge is
employed to solve the classification problem.

(2) We proposed a joint network using the CNN,
BiLSTM, and attention mechanism to take advantage
of obtaining coarse-grained local features, sequential
processing, to emphasize meaningful features and
learn the different weights of words.

(3) We employed several techniques/strategies to solve
various challenges: (i) sentiment shifter rules; (ii)
integration of word embeddings and sentiment infor-
mation; (iii) types of sentences; (iv) semantic rela-
tionships between words and information about word
order; (v) word sense variations; (vi) sentiment score
calculation; and (vii) contextual polarity. This helps
our method in achieving superior performance.

(4) The DTLP employs several types of resource-infor-
mation latent in a sentence to (i) learn a better
sentence representation; (ii) create augmented vector;
and (iii) obtain considerable performance. A hybrid
vector is created to represent each sentence using the
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statistical and linguistic knowledge-based, sentiment-
based, and word embedding-based.

(5) The DTLP combines various sentiment lexicons
which complement each other to overcome the word
coverage limitation.

(6) We conducted extensive experiments for performance
evaluation and comparison. We report our results on
the real-world dataset. Furthermore, in addition to the
existing dataset, we have also conducted an online
survey to collect students’ feedback regarding the
various issues mentioned in the application form as
survey questions. The results demonstrate that the
DTLP obtains significant performance on all the
measure metrics and confirms the suitability of our
proposed method.

(7) DTLP not only is able to handle a large amount of
students’ feedback, but also it can help to improve the
quality of teaching, teacher’s knowledge, and perfor-
mance in the education system by implementing fine-
grained aspect-based sentiment analysis in student
feedback.

Paper organization: The rest of the paper is organized as
follows. Section 2 discusses the recent related study as well
as a brief overview of sentiment analysis. Section 3 presents
our research methodology. Section 4 introduces our pro-
posed method, DTLP. Next, in Sect. 5, the experimental
results are reported. Finally, the conclusion and future work
are presented in Sect. 6.

2 Literature review

The discovery of hidden knowledge on students’ feedback
data is essential to provide educational institutions and
teachers with important insights that can be used in their
daily practices.

The importance of student feedback in the teaching and
learning process: The efficacy of feedback is determined by
how the feedback data are processed and used. To enhance
the quality of education in several areas such as education,
teaching materials, and evaluation, all institutions gather
various types of feedback. Effective utilization of student
feedback can improve instruction and the curriculum,
which, in turn, will lead to improved learning experiences
and student outcomes earlier during a learning process
(Sedrakyan 2016; Derick et al. 2017).

Learning analytics is a research area for the study of
educational data mining to explore ideas and provide
assistance in the decision-making process. Specifically,
sentiment analysis is a procedure that can be used for
qualitative examination of student comments at different
levels such as school and university. Sentiment analysis is a

method to identify and classify the sentiment of a text into a
positive or negative category using natural language pro-
cessing and text analysis. In other words, sentiment analysis
is the task of identifying users’ emotions, attitudes, and
opinions about any particular person, subject, or field. The
sentiment analysis process includes the following steps:
data collection (the collection of sentiment text or user’s
opinion in reviews), data preparation (pre-processing, data
cleaning, or removing irrelevant terms), review analysis
technique (e.g. machine learning methods), and sentiment
classification (e.g. positive or negative). Sentiment analysis
may be done at three levels: document, sentence, and
aspect. Furthermore, it may also be divided based on the
methods utilized into lexicon-based sentiment analysis,
machine learning-based sentiment analysis, and the hybrid
approach.

Sentiment analysis has lately gained favour in the field of
education. In the field of education, sentiment analysis is
performed during the assessment process to investigate
hidden knowledge and opinions in open-ended questions.
Researchers became more interested in how to improve
students’ learning experience by incorporating student
feedback into the teaching and learning activities. The
majority of research works concentrated on analysing
quantitative data. However, some works on qualitative data
were performed using sentiment analysis. For instance,
Kaewyong, et al. (Kaewyong et al. 2015) presented a lex-
icon-based technique for document-level orientation eval-
uation on students’ comments to evaluate instructors.
Nasim, et al. (Nasim et al. 2017) presented a hybrid
approach including a machine learning-based approach and
lexicon-based method for analysing the sentiment orienta-
tion of students’ written comments on a course. Further-
more, Misuraca, et al. (Misuraca et al. 2021) presented a
lexicon-based method to determine the sentiment orienta-
tion of student feedback.

Table 1 presents the summary and comparisons of the
features of the existing methods (√ indicates their strengths
and —their shortcomings). The literature revealed that
several methods have been proposed for students’ feedback
analysis but these methods still have some drawbacks that
need to be addressed. Furthermore, the table shows that
there is not a method that integrates several factors to assess
students’ feedback.

Summing up feedback from students is always a valuable
source of knowing aspects related to the learning process
quality, classroom conditions, and teacher performance,
teachers can enhance their instructional techniques by
studying and comprehending the student’s situation. Hence,
different systems have been proposed to explore students’
feedback in order to enhance learning outcomes. However,
with respect to the DTLP, most of the existing methods used
shallow NLP techniques. A few works propose a method
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based on the traditional machine learning-based approach
and feature selection algorithm for classifications. DTLP
aims to address the aforementioned issues and solve some
of the complex linguistic problems. DTLP has the same
objective as the aforementioned related works but differs in
terms of method and process representation. To the best of
our knowledge, a method that integrates deep learning-
based method (CNN, BiLSTM, and attention mechanism),
word embedding, sentiment shifter rules, statistical, lin-
guistic, and sentiment knowledge has not been thoroughly
studied for solving students’ feedback sentiment analysis
problem. Furthermore, to our knowledge, in the domain of
student feedback, there is little work that goes beyond the
sentiment analysis by attempting to also reveal potential
reasons when classifying to negative/positive context.

3 Research methodology

We aim to classify students’ feedback polarity. To do this,
we designed and developed a method called DTLP. The
methodology contains the following steps: First, data
gathering and data pre-processing of collected data are
performed using NLP techniques to remove special char-
acters and stop words form a feature space. Next, we
introduce the applied techniques and then present the DTLP.
Figure 1 provides a quick summary of the DTLP which
presents the process of classification. The following sub-
sections describe each step in detail. Finally, we assess the
performance of the DTLP, and the results obtained during
the study will be presented and discussed. We also introduce
different widely used evaluation metrics to measure the
performance of the DTLP. Furthermore, we explore the
combination of different variables or features to obtain the
best performance. Moreover, we also explore the potential
of a deep learning-based approach and the traditional
machine learning-based approach for classification.

4 Proposed method

The DTLP system architecture is presented in Fig. 1. It
shows the full functionality of the system to classify stu-
dents’ feedback into “positive” and “negative”. The system
architecture is composed of four main modules, namely: (i)
“input student feedback”; (ii) “pre-processing”; (iii) “feature
extraction”; (iv) “student feedback analysis”; and (v) “visual
reports”. The input student’s feedback module takes a text
as input. Then, the pre-processing module is applied to the
text for further processing. The pre-processed text is sent to
the feature extraction module to extract features and create
the corresponding feature vector. Finally, as shown in
Fig. 1, by analysing the text, the system assigns anTa
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appropriate label to each sentence. In the following sections,
we discuss each module of the DTLP system in more depth.
Drill down technique is enabled to explore potential causes
of classification (e.g. “resource X was not useful” classified
into negative context will further visually link to the con-
cepts of potential causes, e.g. “hard to follow” and
“irrelevant”).

4.1 Input student feedback module

The first module receives a student’s feedback and then
sends it to the pre-processing module. DTLP takes only
English language text into account.

4.2 Pre-processing module

At the current step, a student’s feedback is pre-processed
using basic linguistic functions to reduce the computational
complexity and convert a text into a vector of features that
can be analysed through a deep learning-based algorithm.
Briefly, pre-processing contains the following tasks: Tok-
enization (to split a sentence into several words/tokens),
stop word filtering (to eliminate words that do not give
much information for text analysis (e.g. conjunctions, arti-
cles, etc.), and stemming (to obtain the root of each word).
It employs WordNet (Miller and Charles 1991) to get the
stem of each word. AWordNet is a dictionary that includes
nouns, verbs, adjectives, and adverbs. This dictionary
contains 121,962 words. Part-of-speech (POS) tagging (to
label each token in a sentence that can be “verbs”, “ad-
jectives”, etc.).

4.3 Vector representation module

A feature is an attribute that could be used to detect patterns
in large datasets. A vector representation refers to steps to
convert an input text into a set of features to specify whether
a sentence is a “pos” or “neg” sentence. A vector is spec-
ified as X t ¼ fx1, x3, x4, x5,… xng where each element is
set according to the corresponding features. However, we
employed the following steps to extract the required
features.

4.3.1 Sentiment knowledge-based features

The pipeline of sentiment analysis consists of the following
steps: (i) sentiment dictionary combination; (ii) applying
sentiment shifter and contextual polarity rules; (iii) deter-
mining the type of sentence; and (iv) computing sentence
sentiment score.
(i) Sentiment dictionary combination: It aims to build a

high-coverage sentiment dictionary to increase the
number of words in a restricted lexicon (called

integration several sentiment dictionaries (ISD)). To
do this, it combined several sentiment dictionaries
with various formats and sizes (e.g. General Inquirer
(Stone and Hunt 1963), AFINN (Nielsen and “A
new ANEW 1103), Opinion Lexicon (Hu and Liu
2004), SenticNet4 (Cambria et al. 2016), SO-CAL
(Taboada et al. 2011), NRC Hashtag Sentiment
Lexicon (Mohammad et al. 1308), Sentiment140
Lexicon (Mohammad et al. 1308), WordNet-Affect
(Strapparava and Valitutti 2004), SentiWordNet
(Baccianella et al. 2010), and Subjectivity Lexicon
(Riloff and Wiebe 2003)). These lexicons were
developed manually or mechanically to categorize
positive and negative ideas in a document. We
explained in detail the processes to combine various
sentiment dictionaries in our previous papers ((Abdi
et al. 2020, 2018)). Meanwhile, we also use the
Semantic Sentiment Technique (SST) to expand the
sentiment dictionary coverage.

Semantic Sentiment Technique (SST) as we
explained, word coverage is the main limitation of a
sentiment dictionary. To tackle this problem, we
employ the SST approach to allow calculating the
emotional word score that does not exist in ISD. To
do this, given a word, firstly, we collect all syn-
onymous words using WordNet, WS={W1,W2⋯Wn}
where Wn is a synonymous word. Secondly, SST
accomplishes the following steps for each
word Wn of WS using a loop: (i) If the word exists in
ISD and the sentiment score is positive, add (?1) to
(Pessw) and (ii) if the word exists in ISD and the
sentiment score is negative, add (−1) to (Nessw).
Finally, Eq. (1) calculates the total sentiment word
score as follows:

Ssw ¼ 1

n
�
X

Pessw � 1

m
�
X

Nessw ð1Þ

where the number of positive and negative words
is represented by m and n; accordingly, Pessw being
the positive emotional score, and Nessw being the
negative emotional score.

(ii) Sentiment shifter and contextual polarity rules: A
dictionary-based method uses a lexicon to classify
an opinion/view into positive or negative opinion.
On the other hand, since the polarity of a word relies
on the context in which it emerges, the pre-defined
polarity of a word in the lexicon can be modified.
Thus, to cope with this issue, we consider the
following rules in sentiment analysis.

Negation handling: In some cases, specific words
(e.g. “not”, “hardly”, “None”, “Seldom”,
etc.) change a negative sentence into a posi-
tive one or the other way around. As an example,
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in sentence “I do not like this course”, the negation
word, “do not” will change the polarity of the word
“Like” (positive to negative). Thus, the polarity of
the sentence is negative.

Sentiment shifter handling: It also refers to some
contrary words (e.g. “but”, “except for”, “neverthe-
less”, etc.) that reverse the polarity of a sentence
following them. In other words, the polarity of a
phrase preceding a contrary word and following it is
opposite to each other. Thus, to determine the
polarity of a sentence, we only take into account the
phrase after a contrary word. To achieve this, we
employed various strategies proposed by Nguyen
and Nguyen (2017) to deal with the aforementioned
problems. For instance, given the sentence “The
course was interesting but it was hard to find all
study materials”, the word (“but”) will reverse the
polarity of the phrase “The course was interesting”.
The polarity of each phrase can be: “The course was
interesting [?1], but it was hard to find all study
materials [−1]”. However, the polarity of the given
sentence is negative.

(iii) Sentence types: Since the sentence type (e.g.
“conditional/interrogative”, “subjective/objec-
tive”, and “sarcastic”) affects the performance of
a method to identify the polarity of a sentence
(Chen et al. 2017), we also consider it in our
sentiment analysis process. We explain each of
them as follows:

(a) An objective and subjective: An objective sentence
does not contain a sentiment word, while a
subjective sentence contains an emotional state-
ment/word and represents an idea/opinion (“It was
nice topic”).

(b) Interrogative and conditional: A text containing a
sentiment word may not express an idea/opinion
(Narayanan et al. 2009; Liu 2012). For instance,
given the sentences “Was the module organised
well?” and “If the course topic is interesting, I will
take it”, both of them consist of a sentiment word,
but they do not indicate a positive or negative idea
on “module” or “course”.

(c) Sarcasm: It is referred to the mock. In other words,
sarcasm, unlike negation, uses positive words to
express negative polarity. For example, as shown
in the sentence “I would like to join a class on
holidays”, the surface is a positive opinion (“like”),
but the whole sentence indicates a negative opin-
ion. In other words, there is a conflict between the
statement “on holidays” and the articulation “like”.
Sarcasm identification is generally very difficult, as

in comparison with the negation and shifter rules,
the lexical features cannot provide enough infor-
mation to identify it. DTLP employed a set of
heuristic rules proposed by Bharti et al. (2015) to
identify sarcasm. In order to obtain more informa-
tion in detail, the reader is referred to the appendix,
section “Heuristic rules”.

(iv) Sentiment score calculation: DTLP firstly deter-
mines the type of sentence and considers the nega-
tion and shifter rules. Secondly, it looks for a word
in the ISD to get its sentiment score. Meanwhile,
DTLP uses SST to compute the sentiment score of a
word, if the word does not exist in ISD. However,
the total sentiment score of a sentence is calculated
using the sum of the sentiment score of the words.

We consider the following features for each sentence:

● How many words are polarized positively;

● How many words are polarized negatively;

● The total sentiment score of a sentence;

● Frequency of individual negation words;

● If a sentence is subjective;

● If a sentence is objective;

● If a sentence is interrogative;

● If a sentence is conditional;

● Sentiment-encoded word embedding.

4.3.2 Statistical and linguistic knowledge-based features

We extract the essential attributes from a sentence as
follows:

Word embeddings feature is a text representation
approach that can be used for feature learning. It maps
words into a vector space of a small dimension, which is
assigned to real value. Word embeddings indicate the
meaning of the words. It specifies to which extend the
words are semantically identical. Furthermore, it is capable
of capturing both syntactic and semantic information of
words. In our work, we used word2vec (W2V) representa-
tion of text. It represents a word as a vector having 300
dimensions. Word2vec approach proposed by researchers at
Google. W2V uses a shallow neural network to process a
text. The Word2Vec neural network takes a text document
as input and produces a vocabulary with each word having a
vector associated with it. Word2vec includes the continuous
bag-of-words (CBOW) model (Mikolov et al. 1301) and the
skip-gram model (Mikolov et al. 2013). The skip-gram
forecasts source context words based on target words,
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whereas the CBOWanticipates target words based on origin
context words.

Word embeddings drawbacks along with the application
of the W2V approach in various NLP tasks and its advan-
tages, the W2Vapproach also has two major drawbacks. We
used the following strategies to cope with the issues.

(a) Word sense disambiguation (WSD): The W2V
method is unable to differentiate between several
meanings of words (Kamkarhaghighi and Makrehchi
2017). Hence, it generates only one representation per
word form. As an example, given two sentences “the
teacher watches the play” and “the teacher went out
to play”, the word “play” has multiple meanings in
each phrase according to context (e.g. “play: verb”;
“play: noun”). To cope with the aforementioned
issue, we employed the POS tagger as a feature for
each word. To achieve this, we concatenate a six-
dimensional binary vector (“preposition”, “conjunc-
tion”, “noun”, “verb”, “adjective”, and “adverb”)
with the associated W2V vector.

(b) Sentiment-encoded word embedding: The W2V also
does not take into account the sentiment knowledge
of a word. This means that given two sentences (e.g.
“He is a weak presenter” and “He is a strong
presenter”), the word embedding approach maps two
words (“weak” and “strong”) into close vectors in
the embedding space, while both words appear in
similar contexts and have opposite polarity. However,
in terms of sentiment analysis, both words have
different vector representations. Therefore, to solve
the current issue, we combine sentiment knowledge
and the W2V process. To do this, a binary vector of
word polarity (“positive” and “negative”) is attached
to the corresponding word embedding.

We extract the following features:

● Word embedding features include d-dimensional vector
embedding, six-dimensional binary vector, and two-
dimensional binary vector.

● Part-of-speech (POS) tagging: frequency of nouns,
adjectives, verbs, and adverbs.

● Punctuation’s feature: frequency of exclamation (“!”)
and question (“?”) mark.

However, the input features are classified into two main
groups as follows:
(a) Word-level feature.

● Word embedding features include d-dimensional vector

embedding, six-dimensional binary vector, and two-
dimensional binary vector.

(b) Features of sentence level.

● How many words are polarized positively;

● How many words are polarized negatively;

● The total sentiment score of a sentence;

● Frequency of individual negation words;

● Part-of-speech (POS) tagging: frequency of nouns,
adjectives, verbs, and adverb;

● Punctuation’s feature: frequency of exclamation (“!”)

and question (“?”) mark;

● If a sentence is subjective;

● If a sentence is objective;

● If a sentence is interrogative;

● If a sentence is conditional.

4.4 Student’s feedback analysis module

Sentence classification layer assigns each sentence a class
label. Therefore, it generates a collection of labelled sen-
tences. As shown in Fig. 1, the current layer uses a non-
linear model which exploits various features and long-range
dependencies across multiple steps to classify each student’s
feedback. In this module, we used the CNN layer (including
convolutional, pooling, and flatten layers), BiLSTM layer,
attention layer, concatenation layer, and fully connected
layer. The CNN layer is initialized by the word-level fea-
tures. After convolutional and pooling process the input, the
output is fed into the BiLSTM layer. BiLSTM processes the
received features and generates a hidden state at each step
(hi0� i� n, n: the number of hidden states or the number of
outputs). However, for more processes, the BiLSTM is
followed by the attention mechanism layer as follows:

Attention mechanism layer: In a sentence, different
words can have different contributions. Therefore, we
leverage the attention mechanism to learn the importance of
words in a sentence and combine the representations of
these words to compose a sentence vector. Furthermore, the
attention mechanism assigns different attention to different
words during the learning of sentence representations. In the
other words, the aim of the attention mechanism is to let the
method know which part of the input sentence is important
during the training so that the method pays attention to the
most informative information and effective features (Bah-
danau et al. 1409). The attention layer is defined as follows:
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ei ¼ tanh ðW :hi þ bÞ ð2Þ
ai ¼ Soft maxðW 0

:ei þ b
0 Þ ð3Þ

vi ¼
Xn

i¼1

ðai:hiÞ ð4Þ

where W , W
0
, b, and b

0
are parameter vectors that are learnt

during the training. The SoftMax (.) and tanh (.) are acti-
vation functions that are used to determine the output of
each node in an artificial neural network. Equation (2) is a
traditional one-layer feedforward neural network where the
tanh activation function transforms each state of BiLSTM to
obtain ei as a new hidden representation of hi. Furthermore,
the SoftMax function is applied to get attention weights ai
as shown in Eq. (3). Finally, the new sentence vector vi is
computed using Eq. (4).

The concatenation layer integrates the extracted vector
representation (viÞ in attention layer and sentence-level
features to form a final vector representation. Finally, the
current vector is passed into the fully connected layer to
reveal the final classification or predict a corresponding
label.

A brief description of the applied techniques: The reader
is referred to the appendix of this manuscript in which we
explain briefly the underlying mechanisms of RNN, LSTM,
bidirectional LSTM, CNN, Naïve Bayes (NB), decision tree
(DT), artificial intelligence network (ANN), support vector
machine (SVM), and random forest (RF).

4.5 Feedback summarization results module

To simplify the analysis of student comments about differ-
ent issues such as course, teacher performance, classroom,
library, and project, DTLP includes a visualization stage to
generate word clouds, opinion classification, opinion sum-
marization, as well as graphs of changes in students’ feed-
back over time. This stage is an important part of DTLP
since users can use it for the teaching and learning
improvement process cycle; as a response to feedback a
teacher may change or improve the course content or
material; it can, in addition, be helpful to curriculum
developers and administrators.

As shown in Fig. 1, students’ comments are used as
inputs by DTLP, which produces feedback analysis visual-
izations as outcomes that could be beneficial for decision
making. For reporting, the column graph (Fig. 2) presents
the percentage of positive and negative student feedback.
This stage also presents the classification of students’
comments (Table 2) in terms of “Positive” and “Negative”.
In addition, DTLP would be able to create a summary of
positive and negative students’ feedback (Table 3) sepa-
rately. It aims to extract formative information from student
feedback. Meantime, summarization is the procedure of

condensing a huge number of student comments into a
concise form. A word cloud (Fig. 3 (1)) is a visual repre-
sentation of text data or words. It is used to highlight
popular words in different sizes. The size and colour of a
word show how important it is. The word cloud can be used
as a search reference by the users. For instance, if a teacher
wants to know what comments have been mentioned for the
word “Lecture” (which is highlighted in green colour), the
teacher can enter a search entry, e.g. “Lecture” to obtain the
corresponding students’ feedback. Moreover, a word cloud
can help to identify whether students are taking an interest
regarding a special issue such as course and teacher. In other
words, it shows that students used the most positive words
or negative words while giving feedback. Furthermore,
given a word (e.g. “Hard”), the DTLP also identifies the
number of students’ feedback sentences that include the
words “Hard”, its alternative synonyms and other words
associated with it with high frequency (e.g. “Study”,
“Lecture”, “course”, “Laboratory”, “course material”,
“teacher knowledge”, etc.). It is worth noting that the
number will be represented on the relationship line between
two words (Fig. 5 (2)). Exploiting these relationships will
not only allow informing a teacher what aspects/elements
were perceived as challenging for students but also about
their potential sources. Finally, as shown in Fig. 5 (3), the
corresponding sentences related to the selected words are
presented. For instance, the corresponding sentences of
words “hard” and “Lectures” are shown in Fig. 5 (3) to
facilitate the interpretation of the system output through
visual representation, which makes the output of our system
relevant for a learning analytics dashboard to support
teachers.

Figures 4 and 5 show the most frequently used words (e.
g. unigram and bigram words) in positive and negative
students’ feedback. As shown in Fig. 4, positive feedbacks
include crucial words such as “Good”, “Excellent”,
“Fine”, “Good, library”, and “Nice”. Similarly, Fig. 5
shows that negative feedbacks are reflected by words such
as “Bad”, “Poor”, “Hard”, “Problem”, and “Insufficient,
book”, which obtained a high-frequency score. However,
these words indicate which terms or words are responsible
to classify positive and negative feedbacks.

5 Experimental results and discussion

In the following subsections, we introduce the results of the
experiment that we performed to verify the effectiveness of
the presented method (DTLP). The purpose of the experi-
mental assessment is to answer the following questions: (i)
Can DTLP solve the problem of large-scale student feed-
back classification? and (ii) in comparison with the existing
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methods, can DTLP improve the performance of sentiment
classification in various datasets?

For this purpose, we carried out different experiments as
follows:

(1) Since our method uses different resource information
(e.g. word embedding, word-level feature, and sen-
tence-level feature), we study the effect of different
feature sets. Hence, the performance of DTLP with a
combination of different feature sets is evaluated.

(2) The performance of the DTLP is compared with
various traditional methods based on machine learn-
ing approaches based on deep learning (with variants
of a baseline LSTM model and a CNN model).
Meantime, we also evaluated the performance of
DTLP with and without the attention mechanism
layer.

(3) The performance of the DTLP is also compared to
those of newly released and well-known studies.

We first present the dataset used for the experiment.
Then, the measures used to assess the performance of the
DTLP are described. Furthermore, an explanation of each
experiment and the way how they are chained during the
experiments are presented. Finally, we present a discussion
of these results and the corresponding implications.

5.1 Dataset

We used a comprehensive education dataset (students’
feedback) in our experiment. The following student com-
ments datasets: Welch and Mihalcea (Welch and Mihalcea
2016), online survey1 (Students’ feedback collected from
student surveys administered by a university in the
Netherlands), SASF2 and Van Nguyen, et al. (Failed 2018)
as displayed in Table 4. In order to evaluate the performance
of the presented method, we needed a gold standard data,
which would consist of all right outcomes. To achieve this,

the annotators used the opinionated sentences to create the
gold standard with the following process: splitting the text
into sentences and then tagging the opinion of each sentence
with polarities “Pos” (to express satisfaction) or “Neg” (to
express dissatisfaction). Before applying any method for
classification tasks and performing any experiment on the
dataset, applying pre-processing steps is necessary to pre-
pare the dataset. Table 5 presents some samples of com-
ments and the corresponding label.

5.2 Performance measurement

We used four evaluation metrics such as accuracy, recall
(R), precision (P), and F1-measure to evaluate the perfor-
mance of the proposed method (Manning et al. 2008).
These metrics are calculated using the following four indi-
cators: true-positive (TP) and true-negative (TN) values. It
means that both experts and the DTLP classifier assigned
positive and negative labels, respectively, to sentences.
False positive (FP) means that the sentences had negative
labels but were incorrectly categorized as positive, and
similarly, false negative (FN) means that the sentences had
positive labels but were incorrectly categorized as negative.
However, using these definitions, we calculate the perfor-
mance measures using the following equations:

Precision ¼ TP

TPþ FP
ð5Þ

Recall ¼ TP

TPþ FN
ð6Þ

F1�measure ¼ 2� Precision� Recall

Precisionþ Recall
ð7Þ

Accuracy ¼ TPþ TN

TPþ FPþ FNþ TN
ð8Þ

5.3 Classifier method

The DTLP (as presented in Fig. 1) uses CNN, BiLSTM, and
attention layer for sentence classification. We use the
aforementioned dataset for the training. Firstly, each sen-
tence is represented using the word embedding, sentiment,
linguistic, and statistical knowledge features to convert an
input to the feature set. Then, the CNN layer receives the
word-level feature vector and creates an output. The CNN
layer outcome is sent to the BiLSTM layer. A feature vector
extracted from the BiLSTM is passed to the attention layer.
Finally, the integration of the extracted vector representation
(viÞ in attention layer and sentence-level features is passed
into a fully connected layer to classify the sentence senti-
ment orientation. An activation function of the transfer
function adjusts the non-linearities of the hidden layers (e.g.
“ReLU”). Additionally, it is a simple function that returns
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Fig. 2 Sample of percentage of positive and negative students’
feedback sentences

1 https://docs.google.com/forms/d/1C8MvuPBF131ii1drgk3
T90okD4K6rx8me3FB43GewI8/.
2 https://www.kaggle.com/chandusrujan/sentimental-analysis-on-stu
dent-feedback.
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the node’s output. This network is trained by an optimiza-
tion algorithm (e.g. “adam”) with loss functions (cross-en-
tropy (negative log-likelihood)). We have also used a
learning rate (i.e. lr=0.03) to minimize the loss function. To
create a robust system, we also use the l2 constraints reg-
ularization and dropout approach (Hinton et al. xxxx).
Dropout is a neural network training technique which is
used to overcome the overfitting problem. In other words, a
dropout is a training approach in which randomly chosen
neurons are disregarded (Kim xxxx). The dropout rate is a
meta-parameter that must be defined by the user. For reg-
ularization, we additionally apply a l2 norm restriction
during training (Zhang and Wallace 1510). L2 norm3 is
computed by taking the square root of the sum of the square
vector values:kvk2 ¼ sqrt a21; a

2
2; . . .; a

2
n

� �
, where v!¼ ða1;

a2;. . .; anÞ.

Hyperparameter Tuning: Hyperparameter optimization
has a key role in deep learning where we need to set several
parameters, such as activation functions, kernel size, filters,
pooling method, strides size, dropout regularization, learn-
ing rate, momentum, batch size, epochs, optimization
algorithms, weight initialization, and the number of neurons
in the hidden layer. To adjust the hyperparameters of our
trained model, we employ the random search capability.
Random search is a technique to assess a model for various
parameter combinations. In our model, we used the Python
programming language and its libraries such as “Numpy”,
“sklearn”, and “Math”. The deep learning is implemented
through the Keras which runs on top of the TensorFlow. The
main emphasis was to examine different parameters in order
to obtain the best results. Random search was employed for
the following objectives:

Table 2 Sample of students’ feedback sentences classification

Negative students’ feedback

Student’s
comment

It started very not organized and improved a bit as the module went on, was definitely annoying in the beginning

Student’s
comment

It was unclear where to find what information and where lectures would take place, this also improved as the module went on,
in my opinion some kind of document was needed of where to find what and when to do what and what to read for when, this
was missing i think

Student’s
comment

It was organized very badly

Student’s
comment

Some teachers refused to record lectures despite them giving required information during these lectures while being hard to
hear

Student’s
comment

This module was super unstructured

Student’s
comment

It was hard to find all your study materials, the lectures were given in different places

Student’s
comment

Math wise it seems like we need a ton of previous knowledge on proofs

Positive students’ feedback

Student’s comment Yes, project groups were nice and the company integration too, to improve the process

Student’s comment Guest lectures-nice visual, interesting topic, makes your brain think in the business and it space

Table 3 Sample of student’s feedback summarization

Do You Want to Create a Summary of Students Feedback (Y/N): y

[Summary of Negative Students Feedback]

It was unclear where to find what information and where lectures would take place, this also improved as the mc went on, in my opinion some
kind of document was needed of where to find what and when to do what and what read for when, this was missing I think. It was hard to find
all your study materials, the lectures were given in different places

3 https://machinelearningmastery.com/vector-norms-machine-learn
ing/.
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(i) To determine the filter size of the convolu-
tional layer;

(ii) To determine kernel size of the convolutional
layer;

(iii) To identify a suitable pooling method;
(iv) To determine the iterations (epochs) and batch

size to train the mode;.
(v) To identify the best optimization algorithms;
(vi) To try a suite of standard learning rates;
(vii) To evaluate different neural network weight

initialization techniques;
(viii) To select an appropriate activation function;
(ix) To fit both the dropout percentage and the

weight constraint.

5.4 Model variations: effect of word embedding,
word- and sentence-level features

To highlight the usefulness of the word embedding feature
(WEF), sentence-level features (SLF), and word-level fea-
tures (WLF), the performance of DTLP with a combination
of different feature sets was evaluated. To do this, we
applied the following different DTLP approaches to the
dataset.

– DTLPFull: integrates all the available features: WEF,
SLF, and WLF.

– DTLPWEFþSLF : a DTLP approach that uses WEF and
SLF features.

– DTLPWEFþWLF : a DTLP approach that uses WEF and
WLF features.

– DTLPWEF : a DTLP approach that uses only WEF
features.

The average outcomes/results of different models of
DTLP carried out over the datasets are represented in
Table 6 and Fig. 6. Table 6 shows that DTLPFull obtained
the highest accuracy (88.78%), while DTLPWEF achieved
the worst performance (70.00%). Furthermore, the
DTLPWEFþWLF and DTLPWEFþSLF obtained an accuracy of
83.33% and 75.71%, respectively, which achieved worse
accuracy in comparison with the DTLPFull.

However, it was found that the DTLPFull performed well
when it integrated all the feature sets. As expected, WEF
alone could not achieve the best result. To improve classi-
fication performance, the WEF information was required to
be used simultaneously with other information. For this
purpose, DTLPFull exploited WEF, SLF, and WLF infor-
mation. The combination of WEF and WLF information
performed significantly better than the integration of WEF
and SLF information. Consequently, based on these results,
the model that learnt from this unified feature set could
achieve higher performance than one that learnt from a
feature subset.

Fig. 3 Left to right, top to down. Word cloud of students’ feedback, relationships between words with high frequency, a number of students’
feedbacks relating to the words “Hard” and “Lectures”
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5.5 Performance comparison with Naive models
and deep learning-based methods

Performance comparison of several supervised algorithms
such as traditional machine learning-based method, deep
learning-based method, and DTLP is shown in this
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section. For this purpose, various classification methods
were employed as follows:

LSTM: Classification based on the LSTM (the model
captures sequential information from one side). First, LSTM
is initialized by the vector representation extracted from the
dataset, then the sentence classification (SC) is performed
through a fully connected layer (FCL).

BiLSTM: Compared to LSTM, BiLSTM is capable of
capturing information on both sides (see appendix, Fig. 2).
First, BiLSTM is initialized by the vector representation
extracted from the dataset, then the SC is done through a
FCL.

CNN: First, CNN is initialized by the vector represen-
tation extracted from the dataset, then the SC is conducted
through an FCL.

CNN?LSTM: Sentence classification based on the CNN
and LSTM. First, CNN is initialized by the vector repre-
sentation extracted from the dataset, then the LSTM is
located on top of the CNN layer. Finally, the SC is carried
out through an FCL.

CNN?BiLSTM: Unlike the previous method (CNN?

LSTM), the BiLSTM is located on top of the CNN layer.
Finally, the SC is performed through an FCL.

BERT (Devlin et al. 1810): We utilize a pre-trained
bidirectional encoder representation from transformers
(BERT) model using an online released TensorFlow
library.4

CNN?BiLSTM?Attention layer: As an enhancement of
the CNN?BiLSTM model, this model adds an attention
mechanism to assign different weights to feature extracted
from BiLSTM for better representing importance. However,
TC is done based on the CNN, attention mechanism, and

BiLSTM. First, CNN is initialized by the vector represen-
tation extracted from the dataset, then the BiLSTM based on
attention mechanism is located on top of the CNN layer.
Finally, SC is doing through the fully connected network.

Finally, the sentence classification is performing based
on the traditional machine learning-based methods (SVM,
RF, DT, and NB) and artificial neural networks (ANN) (a
neural network with multiple hidden layers).

The effectiveness of the aforementioned methods is
compared using F-measure, precision, recall, and accuracy.
The comparison results of DTLP and other methods on the
dataset are shown in Table 7. According to the results
demonstrated in table, the SVM performs best (63.33%/
accuracy value) among the other traditional machine
learning methods (e.g. ANN, RF, DT, and NB). In compar-
ison with the SVM algorithm, DTLP improved its perfor-
mance as follows: 37.00% (F-measure) and 40.17%
(accuracy). However, as an overall comparison, we con-
clude that in terms of accuracy and F-measures, the DTLP
consistently outperforms the baselines methods. It can be
due to some reasons such as unlike a traditional machine
learning-based method, a deep learning-based method can
manage larger datasets more effectively. Additionally, a
deep learning-based method uses several hidden layers for
training; hence, the corresponding model can learn more
and more. Furthermore, a traditional machine learning-
based method does not consider the semantic relationships
between words in a sentence, while a deep learning-based
method (e.g. BiLSTM) considers the word order or syn-
tactic information of a sentence.

Furthermore, as shown in Table 7, the model DTLP
obtains the best performance. In other words, the DTLP
significantly outperforms the other deep learning-based
methods and displays greater performance with high

Table 4 An overview of the
dataset that was utilized

Dataset Number of students feedback sentences

Welch and Mihalcea (Welch and Mihalcea 2016) 1042

Van Nguyen, et al. (Failed 2018) 186

SASF 16,000

Survey 300

Table 5 Samples of student feedbacks in dataset (“1”=Pos, “−1”=Neg)

Target Student feedback

1 Excellent lectures are delivered by teachers and all teachers are very punctual

−1 Good and qualified teachers but few lacks in interaction with students and fails to describe a topic

1 Lectures help in clear our concept

−1 Faculties are doing quite well but need more senior lecturers

1 Teachers are enthusiastic to help students during their practice

4 https://github.com/tensorflow/tensor2tensor.
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accuracy as compared with other models. The DTLP
obtained the best result (F-measure=0.8991 and accuracy=
0.8878) in comparison with CNN-BiLSTM, which does not
use the attention mechanism layer. Generally, the deep
learning-based methods obtained better results in compar-
ison with the Naive models. Moreover, the performance of
the DTLP will be improved when it uses the attention layer.

The column (“DTLP improvement”) in Table 7 displays
the relative improvement when comparing the DTLP tech-
nique to other methods. The following formula calculates
the relative improvement:ðOurMethod�Othermethod

Othermethod Þ � 100. The
symbol “?” indicates that DTLP enhances the corre-
sponding method performance by improving the accuracy.
As an example, the DTLP enhances the performance of the
CNN-LSTM with 5.26 F-measure and 7.90 accuracy.
Furthermore, the DTAM improved the F-measure and ac-
curacy as follows: (4:16%�F � measure� 83:27%Þ and
(5:03%�Accuracy� 71:43%), respectively.

We also show a comparison of DTLP with several
models using Fig. 7. The results from the table are also
aggregated into bar graphs to understand these results at a
higher level. Each bar indicates the F-measure and accu-
racy of each method, which are RF, SVM, ANN, CNN, etc.
From the plot, it can be seen that the models’ performance
in view of F-measure and accuracy varies across the dif-
ferent methods. Figure 7 presents that a bigger bar
demonstrates high performance and thus is a better model.
However, a deep learning-based method obtains better
results in comparison with the traditional machine learning-
based methods.

5.6 Comparison with related methods

In this section, the performance of DTLP is compared with
other recently published papers, which have been applied to
the students’ feedback data to classify students’ comments.
Table 8 shows the results of the DTLP model against other
methods, mainly measured by F-measure and accuracy. As
evident from Table 8, (Misuraca et al. 2021) is the worst
method when compared with the other methods. In com-
parison with (Tamrakar et al. 2102; Katragadda et al. 2020;
Failed 2019a) and (Dsouza et al. 2019), the DTLP model
significantly outperforms other methods and displays
greater robustness with high performance. The DTLP
obtained the best result (F1-measure=0.8991 and accuracy
=88.78%) in comparison with (Failed 2019a), which per-
forms the best and has F-measure and accuracy measures
of 0.7838 and 71.43%, respectively. In other words, the
DTLP can classify the student’s feedback sentences with
significantly higher performance.

Table 8 presents the relative improvement measure. For
example, the DTLP improves the performance of (Failed
2019a) with 14.71% F-measure and 24.29% accuracy.
Furthermore, the DTLP improves the performance as fol-
lows: (14:71%�F � measure� 83:90%Þ and (24
:29%� accuracy� 86:01%).

5.7 Discussion

From the experiments above (Tables 6, 7, and 8), we
observed that the DTLP outperformed other methods and
exhibits higher accuracy. This is because:

Table 6 The results obtained
from the experiments carried out
varying the DTLP method

Methods WEF WLF SLF Precision Recall F1-measure Accuracy

DTLP FULL ? ? ? 0.9074 0.8909 0.8991 0.8878

DTLP WEF ? WLF ? ? 0.8776 0.8600 0.8687 0.8333

DTLP WEF ? SLF ? ? 0.8182 0.8000 0.8090 0.7571

DTLP WEF ? 0.7442 0.7619 0.7529 0.7000

0.0000 0.2000 0.4000 0.6000 0.8000 1.0000

 WEF: Word embedding feature

WEF + WLF: Word embedding feature + Word-level features

WEF + SLF: Word embedding feature + Sentence Level feature

WEF+ WLF+ SLF: Word embedding feature + Word-level
feature + Sentence Level feature

Accuracy

Fig. 6 The results achieved from the experiments carried out varying the feature set
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(i) The DTLP method combines different resource
information that takes advantage of sentiment,
word embedding, statistical and linguistic knowl-
edge-based information to improve the student’s
feedback sentences classification. Table 6 shows
that the DTLP model’s performance is significantly
better on the unified set of features than the one
which learns from a subset of features. In other
words, the results demonstrate that DTLP can
provide valuable insights into the relationships
between various resource information.

(ii) The word embedding approach leads to the
extraction of deep semantic relationships between
words and augments other features extracted using
sentiment, linguistic, and knowledge. The DTLP
employed a word embedding approach, while other
methods (Table 8, excluding the method presented
by Failed 2019a) do not use w2v features.

(iii) Despite the advantage of using a word embedding
approach, there are certain drawbacks with the
word2vec method including i) a word embedding

approach based on vector representation does not
include enough sentiment-related knowledge to
perform sentiment analysis. Hence, words having
opposite polarity, such as “like” and “dislike”, are
mapped to word vectors that are close together.
Therefore, the DTLP combines the sentiment
knowledge and W2V approach to tackle the
aforementioned problems, while other methods
do not take into account these current disadvan-
tages of the W2V approach. For this purpose, i) the
DTLP combines several sentiment dictionaries (as
prior lexical knowledge) as means of overcoming
the limitation of word coverage and ii) the word
embedding approach also is not able to distinguish
the senses of a word. Unlike other methods (refer
to Table 8), DTLP can handle this issue.

(iv) DTLP considers the contextual polarity (e.g.
negation), shifter rules (e.g. but clause), and types
of sentences (e.g. sarcastic sentence), while other
methods disregard these rules (Table 8, excluding

Table 7 Different methods applied on dataset

Group Methods Precision Recall F1-measure Accuracy DTLP improvement (%)

F-measure Accuracy

Other SVM 0.5833 0.7500 0.6563 0.6333 37.00 40.17

ANN 0.5152 0.6800 0.5862 0.5636 53.37 57.50

RF 0.5455 0.6667 0.6000 0.5789 49.85 53.34

DT 0.4643 0.5200 0.4906 0.5179 83.27 71.43

NB 0.5357 0.5357 0.5357 0.5439 67.83 63.23

Recurrent BiLSTM 0.8136 0.8571 0.8348 0.7865 7.70 12.87

LSTM 0.7818 0.8431 0.8113 0.7403 10.82 19.92

BERT 0.8261 0.8837 0.8539 0.8333 5.29 6.53

CNN CNN 0.6579 0.7576 0.7042 0.6818 27.67 30.20

CNN-LSTM 0.8542 0.8542 0.8542 0.8228 5.26 7.90

DTLP CNN-BiLSTM 0.8542 0.8723 0.8632 0.8452 4.16 5.03

CNN- BiLSTM?Attention layer 0.9074 0.8909 0.8991 0.8878 – –

D T L P
C N N - B I L S T M

B I - L S T M
C N N - L S T M

L S T M
B E R T

C N N
D T
R F

S V M
N B

A N N

0.8991
0.8632

0.8348
0.8542

0.8113
0.8539

0.7042
0.4906

0.6563
0.6563

0.5357
0.5862

0.8878
0.8452

0.7865
0.8228

0.7403
0.8333

0.6818
0.5179

0.6333
0.6333

0.5439
0.5636

F-measure Accuracy

Fig. 7 The performance
comparisons between different
models
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the method presented by Misuraca et al. (2021) and
Katragadda et al. (2020) (negation handling)).

(v) Most of the existing proposed methods use a BOW
approach for a vector representation. However, a
BOW-based approach does not consider the word
order and semantic relationships between words. In
other words, the BOW-based approach could not
distinguish between a positive and negative sen-
tence such as “A course was difficult” and “No
course was difficult”. A BOW approach also
suffers from high sparsity (features values as zero)
and high dimensionality. Meanwhile, some pro-
posed algorithms used the n-gram approach (Lin
and ”Rouge 2004) for vector representation.
Although the n-gram considers the word order in
comparison with the BOW approach, the n-gram
works well in a long text, unlike the short text,
since long text has a large number of co-occurring
words. To tackle the problems, DTLP employs the
word embedding method and BiLSTM method for
sequential data processing (e.g. word order in a
sentence).

(vi) According to the results in Table 7, we observed
that the traditional machine learning (ML)-based
method obtained the worst results. This can be due
to several reasons such as feature engineering (a
process to extract important features from a
dataset) that must be done by an expert. The
performance of a traditional ML-based method
depends on how accurately the features are selected
and extracted. However, unlike the traditional ML-
based methods, a deep learning-based method can
automatically extract features and learn from the
data. Additionally, the main difference between
deep learning and machine learning-based methods
is data dependency. It means that an ML-based
method is appropriate for a small amount of data,
while a deep learning-based method needs a large
amount of data to understand it perfectly and

perform well. Furthermore, a machine learning
method has its limitation when it comes to
capturing dependence between words in a sentence
because it assumes that each word is independent
of the other. Therefore, the expectation is that a
recurrent neural network is better suited for the
DTLP. Technically, it can handle word order,
consider long-range dependencies and guarantee
better performance than other methods. The atten-
tion layer helps DTLP to focus on a certain part of
the given information, highlight effective features,
and assign different weights to all outputs of
BiLSTM to find accurately the sentiment orienta-
tion of a given input sentence.

5.8 Limitations

The major limitations related to this work include the pre-
trained word embedding method, which is a google pre-
trained model that contains public online data. Therefore, it
consists of information about domains other than education
and teaching information, which may not be adequate for
our specific aim.

5.9 Implications

In this work, our hypotheses were (i) a combined feature set
constructed using feature vectors based on word embed-
ding, sentiment knowledge, linguistic and statistical
knowledge can potentially improve the performance of
classification, and (ii) a joint network with CNN, BiLSTM,
and attention layer is capable to generate a significant per-
formance. To prove the hypotheses, the potential of
employing a deep learning-based method was explored. To
do this, the DTLP, a method based on the CNN, BiLSTM,
and attention mechanism, has been proposed and applied to
the corresponding dataset. We observed that the integration
of several valuable resource information had a promising
impact on classification. The experiments also showed very

Table 8 The performance of the DTLP against other relevant works in the literature

Methods Precision Recall F1-measure Accuracy DTLP improvement (%)

F-measure Accuracy

DTLP 0.9074 0.8909 0.8991 0.8878 – –

Tamrakar, et al. (Tamrakar et al. 2102) 0.5556 0.6667 0.6061 0.5738 48.35 54.72

S, et al. (Failed 2019a) 0.7632 0.8056 0.7838 0.7143 14.71 24.29

Dsouza, et al. (Dsouza et al. 2019) 0.5000 0.6400 0.5614 0.5283 60.15 68.04

Katragadda, et al. (Katragadda et al. 2020) 0.5000 0.6800 0.5763 0.5455 56.02 62.76

Misuraca, et al. (Misuraca et al. 2021) 0.5238 0.4583 0.4889 0.4773 83.90 86.01
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promising results. Our findings showed that the proposed
model could be considered to classify students’ feedback
sentences. This proposed method extracts positive and
negative opinions and relevant information to provide var-
ious information about related issues including fine-grained
sentiments linked to various concepts/potential causes. It
can be used to explore how to improve the teaching and
learning process. This work proves useful in verifying
learning processes in terms of various perspectives such as
teaching, course content, facilities, resources, and assess-
ment. The results can help to prepare useful information for
teachers, students, and educational institutions that can be
used in daily practices. Limitations of this work can serve as
suggestions to researchers to take the new challenges in
future work.

5.10 Implications for the practical use

The proposed system can be used as an assistant tool to
enhance the quality of education in several areas such as
teaching material and adjusting teaching approaches during
learning process. More specifically, teachers can reflect on
the received feedback and take the required activities to
enhance instruction and educational programmes. By get-
ting indication on students’ perceptions during learning in
the form of concepts reflected in their feedback and their
relationships, e.g. a specific learning resource or a proce-
dure linked to a specific sentiment and their causes, as well
as having the opportunity to detect specific groups of
learners that may benefit from targeted feedback, a teacher
can react earlier during a learning process, compared to
situations when teachers get the chance to analyse feedback
after the course has ended. Furthermore, with the introduced
method, teachers can benefit from making informed deci-
sions about their learning process adjustment needs
specifically for larger groups of students which can be
challenging otherwise considering limited teacher resources
and the amount of manual work and time they needed to
spend on processing student feedback. One major benefit of
our system is that the combination of the techniques it
exploits allows to not only detect the fine-grained senti-
ments related to different aspects of a teaching/learning
process but also drill down to potential causes.

6 Conclusion and future work

The advancement in technologies has innovated the edu-
cation field dramatically. Deep learning-based approaches
have attracted lots of attention recently in many fields
including education. In this work, DTLP was proposed to
classify students’ comments into positive and negative
sentence. DTLP takes advantage of the CNN, BiLSTM, and

attention mechanism, where coarse-grained local features
are produced by CNN, BiLSTM takes into account the
sequential processing, attention mechanism highlights dis-
criminative and effective features.

DTLP contains the following main parts: (i) input vec-
tors, (ii) CNN layer, (iii) BiLSTM layer, (iv) attention layer,
and (v) final vector representation and a fully connected
layer. Firstly, several NLP techniques are applied to the
students’ feedback sentences as a pre-processing step. Then
after that, DTLP generates features (e.g. word embedding,
sentiment knowledge, linguistic and statistical knowledge)
from unstructured text to create an input vector. Secondly,
the CNN layers are initialized by the word-level feature.
After convolutional and pooling processes, the CNN layer
outcomes are sent to the BiLSTM. Furthermore, the atten-
tion layer produces a new sentence vector representation. To
produce a final vector representation, the retrieved vector
representation from the attention layer and sentence-level
feature is combined using the concatenation layer. Finally,
the current vector is sent to the FCL to reveal the final
classification or predict a corresponding label.

We have conducted experiments on the datasets to vali-
date our method. First, we compare different DTLP meth-
ods as follows: DTLPWEF? SLF? WLF, DTLPWEF?SLF,
DTLPWEF?WLF, and DTLPWEF. The findings present that
between all of the different DTLP techniques, the
DTLPWEF? SLF? WLF obtains the best performance in
comparison. Furthermore, the result indicates that those
features are complementary to each other. Additionally, the
performance of the DTLP was also tested and compared
with various supervised-based methods. The obtained
results validate our method, and we find that the DTLP
outperforms other baseline methods. Moreover, the DTLP
with attention layer obtained significant performance in
comparison with the DTLP without attention layer.

In summary we also compared DTLP with existing
proposed methods. The results demonstrated that the DTLP
performed the best across all methods. In particular, our
results suggest that the model that learnt from the unified
feature set could achieve higher performance than one that
learnt from a feature subset.

In future work, a new feature set as an additional inde-
pendent variable to improve the classification model will be
considered. Another avenue for future work: to investigate
and develop a method using various deep learning-based
methods. Furthermore, we would like to consider “student
assessment” (Casalino et al. 2021) as a new component of
our system. Moreover, we aim to apply idea presented in
paper (Camastra et al. 2020) to the “Feedback Summa-
rization Results module” to enhance graph-based knowl-
edge representation.
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