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ABSTRACT
This paper presents the design process for a tool intended to au-
tomatically translate Makaton signs from live video streams into
written English. Makaton, a communication system utilising signs
and symbols to assist individuals with communication difficulties,
requires an effective translation system to improve accessibility. To
guide the design of this tool, we conducted a thematic analysis of
information collected from experts in the field. This analysis iden-
tified key themes and needs, which were used to develop design
specifications for the tool. The output was evaluated and validated
through member checking, confirming that the results accurately
reflected the experts’ knowledge, experiences, and needs. Feedback
from participants was incorporated to refine the design specifica-
tions, ensuring they were grounded in practical application and user
expectations. The refined specifications will inform the subsequent
development of a prototype. This paper outlines the methodologi-
cal approach, including thematic analysis, member checking, and
the formulation of design specifications. It highlights the role of
iterative feedback in enhancing the tool’s relevance and effective-
ness, and underscores the importance of user-centered design in
assistive technology development. The study provides a framework
for future research and development in this area.
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1 INTRODUCTION
Effective communication is a fundamental human right, yet it re-
mains a significant challenge for individuals with substantial dif-
ficulties in verbal communication. This group encompasses a di-
verse range of individuals affected by developmental, acquired, or
progressive conditions, as well as those with temporary speech
impairments. The spectrum of these conditions includes people of
all ages with varying degrees of disabilities that impact their ability
to speak or produce intelligible speech [1, 2, 9].

The challenges faced by individuals with severe verbal commu-
nication difficulties are multifaceted and affect nearly every aspect
of their lives [41]. These difficulties can severely impact emotional
and psychological well-being, social integration, educational and
professional opportunities, and overall quality of life. Individuals
with communication impairments often experience frustration, iso-
lation, and dependence, which can lead to mental health issues such
as anxiety, depression, and low self-esteem [25, 30]. Their ability to
form and maintain relationships, participate in community activi-
ties, and feel included in society can be significantly hindered. Fur-
thermore, limited communication skills can constrain educational
achievements and career prospects, leading to reduced economic
independence and social mobility. Overall, these challenges can
substantially diminish an individual’s quality of life, affecting their
ability to engage fully in life and reach their potential.

In addition to these challenges, individuals with communication
difficulties often face significant obstacles in text-based communi-
cation. The rise of digital communication methods - such as smart-
phones, social media, and video conferencing - has introduced new
barriers for those who struggle with verbal or written communica-
tion [40]. Writing text messages can be particularly challenging for
individuals with verbal communication difficulties, as it requires
not only the ability to formulate coherent thoughts but also to
express them clearly in writing [26]. This can be compounded by
cognitive or literacy issues, motor impairments, or a lack of famil-
iarity with the technology used. Consequently, these individuals
may experience further marginalisation in digital spaces, where
effective written communication is essential for participation and
engagement.

The relevance of addressing these communication challenges
is particularly important today due to several contemporary fac-
tors. The shift toward digital communication has not always been
accompanied by advancements in accessibility, leaving many plat-
forms inadequate for users with communication difficulties. The
COVID-19 pandemic further highlighted the critical need for ef-
fective communication tools, as remote interactions became more
prevalent [36, 49]. Individuals with communication impairments

https://orcid.org/0009-0002-6008-6339
https://doi.org/10.1145/3708635.3708647
https://doi.org/10.1145/3708635.3708647
https://creativecommons.org/licenses/CC-BY/4.0/legalcode
https://creativecommons.org/licenses/CC-BY/4.0/legalcode
https://doi.org/10.1145/3708635.3708647


ICSIE 2024, December 2–4, 2024, Derby, United Kingdom Karkalas et al.

faced exacerbated isolation and barriers in accessing essential ser-
vices. This underscores the urgent need for innovative solutions
that bridge communication gaps and facilitate greater inclusivity.

Augmentative and Alternative Communication (AAC) systems
have long been employed to address the communication challenges
faced by individuals with significant speech and language diffi-
culties [3, 26]. AAC encompasses a broad range of methods, from
unaided systems like sign language and gestures to sophisticated
electronic devices that generate speech [14, 19]. These systems are
tailored to meet diverse needs, allowing for effective communica-
tion across various contexts [21]. AAC is utilised in educational
settings, healthcare, and daily living to support individuals with
developmental disabilities, acquired conditions (e.g., stroke, trau-
matic brain injury), and progressive neurological diseases (e.g., ALS,
Parkinson’s). By providing alternative communication means, AAC
helps individuals maintain social connections, express needs, and
participate more fully in their communities.

Among the AAC systems, manual signing is often noted for its
expressive potential [13, 32, 44]. It allows for a rich, nuanced form
of communication capable of conveying complex ideas, emotions,
and subtleties. Sign languages like British Sign Language (BSL) pos-
sess their own grammar, syntax, and nuanced expressions, similar
to spoken languages. However, the effectiveness of manual signing
presupposes that both the sign user and their communication part-
ners are familiar with the specific sign language or signing system.
This requirement poses a challenge for widespread communication.
To address this, manual signing is frequently used in conjunction
with other methods, such as text-based communication, speech-
generating devices, or visual aids like PECS [7, 15, 20, 47].

This paper explores the potential of an automated Makaton-to-
English translation tool as a means to bridge the communication
gap between Makaton users and those unfamiliar with the system.
Makaton [10, 17] was selected for this study due to its advantages
over BSL [44, 45] and Signalong [16], particularly its accessibility
and integration with speech. By combining signs with symbols
and spoken language, Makaton offers a supportive communication
method that is easier to learn and use for various needs. This au-
tomated translator aims to reduce the learning burden for English
speakers, fostering more inclusive interactions without requiring
mutual familiarity with the communication system.

2 PREVIOUS WORK
Augmentative and Alternative Communication technologies have
a long history, with early roots in the 17th century. In 1680, George
Dalgarno introduced a ”talking glove" in his book Didascalocophus,
or the Deaf and Dumb Man’s Tutor, mapping letters of the alphabet
onto a glove to facilitate communication through touch. This con-
cept was later adapted by Alexander Graham Bell in 1873 to teach a
congenitally deaf boy, marking an early step in gesture-based com-
munication. In the mid-20th century, Norbert Wiener, the founder
of cybernetics, further advanced these ideas with his invention of
the ”hearing glove", which converted sound vibrations into tactile
sensations [33]. These foundational efforts laid the groundwork
for the development of gesture-based communication tools - as-
sistive technologies that leverage gesture recognition systems to
interpret physical movements such as hand signs, body gestures,

and facial expressions, translating them into digital outputs like
text or synthesised speech.

One of the early contemporary successes in the domain of gesture-
based communication tools involved systems utilising accelerome-
ters and motion sensors to track hand movements and recognize
specific gestures. A notable example is the ”PowerGlove" developed
by Mattel in 1989, which, though initially designed for gaming,
laid the groundwork for later assistive technologies. Another im-
portant system was ”CyberGlove", introduced in the 1990s, which
used sensors embedded in a glove to measure hand positions and
movements [43]. These systems often relied on predefined gesture
libraries, where each gesture was mapped to a corresponding word,
phrase, or command, enabling the recognition of specific gestures
and translating them into digital outputs such as text or speech.
These early innovations demonstrated the potential for technology
to support individuals with speech and language impairments, con-
tributing significantly to the development of more sophisticated
AAC systems.

Another major advancement in gesture-based communication
tools is the integration of computer vision technology. Systems like
those presented by [29, 46] illustrate this progress by capturing and
processing sequences of images of users’ gestures, enabling real-
time recognition and translation. Unlike earlier sensor-based ap-
proaches, computer vision-based tools can interpret a wider range
of gestures, including subtle fine motor movements and facial ex-
pressions, resulting in a more refined and nuanced communication
experience.

Despite their promise, gesture-based communication tools face
several challenges. One key limitation is the accuracy and reliability
of gesture recognition, particularly in uncontrolled environments
with variable lighting or background conditions. Additionally, the
complexity of gestures in sign languages - where meaning can be
influenced by subtle changes in movement, hand orientation, or
facial expressions - makes it difficult for these systems to achieve
the level of expressiveness and fluency required for natural com-
munication [39]. Furthermore, while these tools are designed to
assist users in conveying their messages, they often require both
the user and the communication partner to have some level of fa-
miliarity with the system or the underlying gesture vocabulary.
This dependency can limit the broader applicability of such tools
in spontaneous, everyday interactions where both parties may not
share the same knowledge or communication skills.

In response to these limitations, systems likeMak-Messenger [38],
emerged as simpler, more user-friendly alternatives. These solu-
tions are less complex in design and implementation, with a small
learning curve, making them accessible to users with limited famil-
iarity with gesture vocabulary. By focusing on predefined inputs
and straightforward functionality, Mak-Messenger allows users to
communicate effectively without the need for extensive training
or prior knowledge, thus making it more suitable for spontaneous,
everyday interactions where both parties may not share the same
communication skills. Users input signs via a touchscreen or pre-
defined symbol selection, which the app then translates into writ-
ten English, enabling seamless communication with non-Makaton
users. However, while Mak-Messenger provided a groundbreak-
ing solution for text-based communication, it had its limitations.
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The reliance on manual input of signs or symbols meant that real-
time communication was not fully supported. Users had to know
and select the correct symbols for their messages to be translated,
which could be time-consuming and potentially cumbersome for
more complex conversations. Additionally, the absence of live video
processing capabilities limited its use to pre-defined signs and sym-
bols, making it less adaptable to spontaneous, dynamic interactions.
The development of Mak-Messenger highlighted the growing need
for more sophisticated tools that could handle real-time, dynamic
communication without requiring extensive input from users.

Building on the need for real-time communication, FingerChat [38]
represents a significant advancement. This system recognises fin-
ger spelling by capturing video of the user’s hand movements and
analysing them with computer vision techniques to translate these
gestures into text. Although FingerChat excels in precision and is
particularly useful for spelling names and technical terms, it is lim-
ited to finger spelling and does not encompass the full complexity
of sign language, such as gestures and facial expressions. Addition-
ally, its performance is optimised in controlled environments with
consistent lighting.

Other more recent developments in AAC technology include
systems like CoughDrop, MyChoicePad, Widgit Go and Sign4Me.
CoughDrop1 is a commercially available and relatively recent AAC
app that offers versatile communication support. Although not
specifically designed for Makaton, it allows users to create custom
communication boards incorporating Makaton symbols. The app’s
customizable library enables the addition of relevant signs and sym-
bols, supporting text-to-speech and symbol-to-speech translation,
making it an effective tool for users to communicate more easily.
MyChoicePad2 is a language and communication development app
that integrates Makaton symbols and signs. It is designed to help
users learn Makaton and use it for communication. The app in-
cludes a vast library of Makaton signs and symbols, paired with
visual aids and learning tools to support users in improving their
communication skills. While primarily educational, it also serves
as a communication aid for Makaton users. Widgit Go3: Similar to
MyChoicePad, Widgit Go is an app that supports communication
and learning through symbol-based interactions. It includes a range
of symbol sets, including those compatible with Makaton. Users can
create communication grids that translate Makaton symbols into
text or speech, enhancing communication for those with speech
and language difficulties. Sign4Me4 is an app designed for Ameri-
can Sign Language (ASL) that demonstrates a similar functionality
to what could be achieved with a Makaton-specific translation tool.
Sign4Me converts ASL signs into written text or speech, facilitat-
ing communication between sign language users and non-signers.
A Makaton-specific app modeled after this approach could pro-
vide analogous features, translating Makaton signs into English
in real-time and thereby enhancing communication for Makaton
users.

In summary, the evolution of gesture-based communication tools,
from the early ”talking glove" to modern AAC apps, demonstrates
a steady progression in assistive technologies aimed at improving

1https://www.mycoughdrop.com/
2https://www.mychoicepad.com/
3https://www.widgit.com/products/widgit-go/
4https://specialedtechcenter.com/product/sign-4-me/

communication for individuals with speech and language impair-
ments. Early innovations like sensor-based systems and computer
vision technology have advanced the field significantly, offering
more sophisticated recognition of gestures, finger spelling, and
even facial expressions. However, challenges remain, particularly
in the areas of real-time communication, accuracy in uncontrolled
environments, and the complexity of recognising the full spectrum
of sign languages. Furthermore, solutions like Mak-Messenger and
FingerChat, while useful for specific tasks, lack adaptability for
dynamic, everyday interactions.

The research gaps identified - particularly in the need for real-
time processing and broader, more intuitive gesture recognition
- highlight the opportunity to design a more accessible and effi-
cient tool. Developing a new translation tool that can automatically
convert Makaton signs into English text would address many of
these limitations. By offering a system that is less dependent on
predefined gestures and more adaptable to spontaneous interac-
tions, such a tool could greatly enhance communication for people
with significant speech and language difficulties, bridging the gap
between sign-based and verbal communication in a variety of con-
texts.

This research contributes to the expanding field of automated
translation technologies by specifically addressingAACusers’ needs.
Building on studies highlighting the limitations of current ap-
proaches, it explores potential advantages of real-time, dynamic
translation. Positioned within a broader context, it acknowledges
the demand for domain- and language-independent systems, and
machine learning integration [11, 12, 23, 42, 50]. This work also
recognises ALMs’ potential for nuanced communication support [24]
and underscores opportunities for AAC advancements toward more
responsive interaction tools.

3 METHODOLOGY
This study follows a qualitative research design, employing semi-
structured interviews [31], thematic analysis [35, 48], and member
checking [6, 34] to inform the design of the tool. Themethodology is
structured into four key phases: data collection through interviews,
thematic analysis, evaluation through member checking, and the
production of design specifications.

3.1 Gaining Insights to Inform Further Design
The initial two phases of the design process involve conducting
semi-structured interviews with experts followed by a thematic
analysis. This approach was selected for two primary reasons: the
team’s lack of expertise in the subject matter and the desire to avoid
preconceptions and biases. When a design team lacks specialised
knowledge, it is crucial to gain insights from experts early in the
process. Experts offer reliable, detailed, and context-specific infor-
mation that aids in formulating pertinent questions and aligning
the design process accordingly. Their input is invaluable for identi-
fying potential pitfalls and challenges that may not be apparent to
non-experts [5]. Moreover, incorporating expert insights from the
outset helps to mitigate the influence of the team’s own assump-
tions and biases on the design process. By grounding our initial
understanding in expert knowledge, we establish a more objective
and accurate foundation for the design.
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As mentioned above, the methodology in this part consists of
semi-structured interviews and a thematic analysis. This combina-
tion was selected due to its effectiveness in obtaining comprehen-
sive insights. Semi-structured interviews allow for the in-depth ex-
ploration of key topics, offering the flexibility to pursue interesting
points raised by the expert. This method generates detailed qualita-
tive data, providing profound insights into the expert’s knowledge
and experience, while ensuring that all relevant topics are covered
and allowing for the emergence of new and unexpected information.
Thematic analysis, on the other hand, offers a structured approach
for identifying, analysing, and reporting patterns within qualitative
data. This technique aids in generating themes that reveal under-
lying issues, needs, and opportunities related to the design of the
tool. By identifying these key themes, actionable insights can be
derived to inform design decisions and strategy.

3.2 Refinement and Validation of Insights
To ensure the accuracy and relevance of the identified themes and to
validate the findings from the initial analysis, member checking was
employed as a crucial evaluation step. Member checking involves
returning the analysed data and findings to the original participants
for their review and feedback. This process helps to confirm that the
themes and insights accurately reflect the participants’ experiences
and perspectives.

3.3 Design Specification Development
Based on the validated themes, the final phase involves developing
design specifications for the translation tool. This phase focuses
on translating the identified themes and insights into practical and
actionable requirements for the tool.

This comprehensive approach ensures that the design specifica-
tions are well-grounded in expert knowledge and user feedback,
providing a solid foundation for the development of the tool.

4 IMPLEMENTATION
4.1 Conducting Semi-Structured Interviews
4.1.1 Recruitment of Experts. Recruiting experts for semi-structured
interviews involves several key steps to ensure the selected individ-
uals possess the requisite knowledge and experience relevant to the
study. The initial step was to define the criteria for expertise, de-
termining the specific knowledge, skills, and experience necessary
for qualification. These criteria included academic qualifications,
professional experience, contributions to the field, and recognized
status within professional organizations.

Expertise Criteria

The criteria established for selecting experts were as follows:
• Skills: Proficiency in special education, child development,
communication, teaching, and teacher training. The inclu-
sion of teacher training was due to its common expectation
in more experienced practitioners.

• Educational Background: A minimum of a master’s degree
in subjects related to education or special education.

• Experience: At least five years of experience engaging with
students using sign languages.

• Qualifications: Fully qualified teachers with accreditation
from established national or international professional bod-
ies.

• Contributions: Published research or professional work in
the area of communication aids or educational technology.

Identification of Potential Experts

Using the aforementioned criteria, we utilized LinkedIn, a pro-
fessional networking platform, to identify potential experts. The
search query was designed to find profiles containing the exact
phrase “qualified teacher" and any one of the specified terms: spe-
cial needs, special education, sign language, autism practitioner, or
autism teacher. The Boolean search query used was:
"qualified teacher" AND
(
"special needs" OR
"special education" OR
"sign language" OR
"autism practitioner" OR
"autism teacher"
)

Additional Filters and Selection Process

Additional filters were applied to further refine the search:

• Locations: United Kingdom, England
• Industry: Education, Primary and Secondary Education
• Profile Language: English

We manually reviewed the first 100 profiles and selected 10 candi-
dates based on our defined criteria of expertise.
Outcome

All selected candidates were approached for an interview, resulting
in two positive responses.

4.1.2 Development of the Interview Guide. The interview guide
used for these interviews was intentionally designed to incorporate
flexibility. Although a set of prepared questions was established,
the interviewer was allowed the discretion to deviate from these
questions, enabling them to ask follow-up questions that probe
deeper into responses or to explore new topics that might emerge
during the conversation. This approach was intended to facilitate a
more natural and open-ended dialogue, encouraging interviewees
to provide more detailed and nuanced responses, ultimately leading
to richer insights. Given the objective of exploring complex issues,
understanding experiences, and gaining insights that require a
deeper understanding, a semi-structured format was adopted in the
design of the interview guide.
The topics covered are grouped into the following categories:

• Understanding Makaton and its use: This section ad-
dresses background knowledge and experience with Maka-
ton, as well as the challenges associated with its use.

• Technical feasibility and challenges: This section ad-
dresses the key challenges in translating Makaton signs into
English, including variability in signing speed, style, and
the physical abilities of individuals performing Makaton
signs. It also examines existing technologies and methods
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for real-time sign recognition, as well as potential limitations
of current solutions.

• User Experience Considerations: This section addresses
issues related to balancing the accuracy of sign recognition
with the usability of the tool, such as ensuring a smooth
and responsive user experience. It also explores the type of
feedback the tool should provide to users, as well as consid-
erations for accessibility.

• Ethical and Practical Considerations: This section ex-
plores privacy concerns and potential strategies for miti-
gation, assesses the tool’s usability for diverse users to en-
sure inclusivity, and evaluates the anticipated impact on the
Makaton-using community, including potential risks and
benefits.

• Potential Improvements and Innovations: This section
discusses technological and methodological advancements
that could significantly enhance the accuracy or usability of
the tool, as well as additional functionalities that would add
value to the process.

• Final Thoughts: This section is intended to facilitate an
open discussion on topics not covered in the previous sec-
tions. It addresses important considerations for the design
and development of a Makaton translation tool, as well as
potential resources and research that could be valuable for
the project.

4.1.3 Interview Process. The interview guide outlined in the pre-
vious section was shared with the interviewees prior to the inter-
view. This approach was intended to allow interviewees to prepare
their thoughts and deliver more considered and detailed responses,
which is particularly beneficial for complex or technical subjects,
as is the case with this work. By providing the guide beforehand,
interviewees could feel more at ease, leading to a more relaxed
and productive conversation. Additionally, knowing the topics in
advance helps interviewees focus their responses on the most rele-
vant aspects, resulting in more targeted and valuable insights. This
preparation also enhances the efficiency of the interview process
by ensuring that both the interviewer and interviewee are aligned
on the discussion topics.

The guide was not shared in its entirety; instead, a broad out-
line of the topics was provided to the interviewees. This approach
allowed them to understand the areas of focus without being con-
strained by specific questions. We aimed to avoid having intervie-
wees adhere too rigidly to the guide to preserve the opportunity
for exploring unexpected insights that might emerge during the
conversation. Additionally, this strategy was intended to minimize
bias, as advance knowledge of the questions could lead intervie-
wees to tailor their responses in a manner they believe to be more
favorable or relevant, potentially skewing the data.

Along with the interview invitation, participants were provided
with instructions outlining the interview process. These instruc-
tions included an overview of the interview’s purpose, format, and
preparation guidelines, including a broad outline of the topics to
be reviewed. Additionally, contact details for the interviewers and
a confidentiality disclaimer were provided.

The interviews were conducted with two interviewers, each
assigned clearly defined roles to prevent overlap. This approach

enhanced the accuracy and depth of the data collected while also
reducing bias through the cross-checking of interpretations and
observations during and after the interviews.

Two interviews were conducted, each lasting approximately one
hour, and both were recorded.

4.1.4 Data Recording and Transcription. Before the interviews be-
gan, the session structure was explained to the participants, and
their consent was obtained for recording the meetings. Both in-
terviews were conducted online via Microsoft Teams, which was
also employed to record and transcribe the sessions. The resulting
MP4 and VTT files were manually reviewed and edited to address
transcription errors using Subtitle Edit5, an open-source software
designed for the creation, editing, and synchronization of subtitles,
including VTT files. The version utilized was 4.0.6. Subsequently,
the edited VTT file was processed with a custom Python script
to merge successive subtitles from the same speaker and turn the
transcription into a dialog format in a text file.

4.2 Performing Thematic Analysis
For this part of the study, an inductive thematic analysis was con-
ducted to systematically analyse and interpret the interview data.
This approach facilitates the identification of patterns, themes, and
key concepts directly from the data, without the constraints of
pre-established categories or theoretical frameworks. By centering
the analysis on the content of the interviews and allowing themes
to emerge naturally, this method maintains a strong connection
to the participants’ perspectives and lived experiences. The induc-
tive process enables the identification of nuanced insights that are
deeply rooted in the data, ultimately guiding the development of
design specifications that align closely with the actual needs and
communication requirements of the tool’s intended users.

4.2.1 Familiarization with the Data. Prior to coding, the human
coders engaged in a familiarization process with the full interview
transcripts. This involved reading through the entire text, including
both the interviewers’ questions and the participants’ responses, to
gain a comprehensive understanding of the context and content of
the interviews. Familiarization with the full transcript allowed the
coders to better grasp the nuances of the interviewees’ responses,
the flow of the conversation, and the specific prompts that elicited
certain responses.

After this familiarization process, the text corresponding to the
interviewers was removed from the transcripts to focus the subse-
quent analysis solely on the content provided by the interviewees.
This step ensured that the coders had a thorough understanding of
the data before beginning the coding process, while also allowing
for a targeted analysis of the participants’ responses.

4.2.2 Generating Initial Codes. The transcriptions from both inter-
views were combined sequentially to facilitate a unified analysis.
The combined data were then subjected to independent coding by
two human coders using NVivo v146 and by an AI language model
(GPT-4). Each coder independently analyzed the text to identify
codes-discrete labels representing key ideas, concepts, or patterns

5https://www.nikse.dk/
6https://lumivero.com/products/nvivo/
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within the data. The human coders provided context-sensitive inter-
pretation and ensured nuanced understanding, while GPT-4 offered
a different perspective and comprehensive processing, potentially
identifying aspects that the human coders might have overlooked.

The initial codes generated by both human coders and GPT-
4 were subsequently reviewed and refined by the human coders,
who merged them into a consolidated list. This review process
was critical for validating the AI-generated codes and ensuring
that the final coding scheme accurately reflected the data’s context
and content. The involvement of multiple coders and the inclusion
of AI in the initial coding phase were intended to enhance the
reliability and depth of the analysis, with inter-coder agreement
and systematic review procedures ensuring methodological rigor.

Notably, there was one instance where a code identified by GPT-
4 was a misinterpretation of the interview content. However, this
specific code was later deemed by the human coders to be a valuable
concept worth incorporating into the design of the tool. This is the
label about safeguarding.

After the initial coding, a cross-analysis was performed to com-
pare the codes generated by each coder. This process involved iden-
tifying commonalities, discrepancies, and unique insights across
the different coding outputs. A consensus was reached through
discussion, resulting in the consolidation of the codes into a single
comprehensive list. The final list of codes is as follows:

• Core Vocabulary Focus: The need to prioritize basic com-
munication needs by focusing on core vocabulary (e.g., greet-
ings, requests, rejections) to build a foundation for further
communication development.

• Communication Systems: Emphasis on using Makaton as
a primary tool but also considering other communication
systems like Signalong and ensuring the tool can handle
variations in sign language.

• Communication Challenges and Support: Addressing
the challenges of signing inaccuracies, inconsistency, and
the merging of different systems by providing tools like vi-
sual symbols, photos, and context-aware features to support
accurate communication.

• Cultural and Contextual Sensitivity: The importance of
incorporating cultural and religious vocabulary to make the
tool relevant to diverse users and their specific communica-
tion needs.

• Safeguarding and Vulnerability Awareness: Incorporat-
ing features to recognize and flag potential safeguarding
issues, especially for vulnerable users, such as those at risk
of abuse.

• Educational Integration and Platforms: Exploring the
potential of integrating the tool with educational platforms
and existing visual communication resources.

• Motivation for Communication: Identifying and leverag-
ing what motivates learners to communicate, such as per-
sonal needs, sensory tools, engaging activities, and visual
stimuli.

• Trial and Adaptation in Real Contexts: The necessity
of trialing the tool in practical settings (e.g., schools, youth
centers) and adapting it based on user feedback and real-
world use.

• Sensory Processing Considerations: Awareness of sen-
sory processing differences and ensuring the tool can pause
or adjust based on user behavior, avoiding overwhelming
sensory input.

• Technological Integration: The potential for the tool to
interact with technological devices like iPads and computers,
allowing non-verbal users to sign and navigate content.

• User-Centered Design and Flexibility: Ensuring the tool
is designed with the user’s needs and contexts in mind, of-
fering flexibility to adapt to different sign language systems
and individual communication styles.

• Consultation and Collaboration with Experts: High-
lighting the importance of consulting well-trained Makaton
users, educators, and other stakeholders to ensure the tool
effectively meets the needs of its users.

• Scalability and Long-Term Vision: Starting small with a
basic, functional tool and planning for gradual expansion to
include more features, systems, and cultural considerations.

To enhance the understanding of the data and assist the design team
in visualizing the relationships between the final codes identified, a
mind map was automatically generated using Mapify7. This mind
map is illustrated in Figure 1.

4.2.3 Defining and Naming Themes. Through collaborative discus-
sion and consensus-building, the team synthesised the individual
codes into a set of overarching themes that encapsulate the core
ideas from both interviews. The goal was to ensure that these fi-
nal themes accurately represented the nuances of the data while
providing a cohesive set of insights. The identified themes are as
follows:

(1) Foundational and Inclusive Communication:
• Codes: Core Vocabulary Focus, Communication Systems,
Communication Challenges and Support

• Theme Summary: This theme focuses on building a solid
communication foundation by incorporating core vocab-
ulary and ensuring the tool is inclusive of multiple com-
munication systems like Makaton and Signalong. It also
addresses the need to overcome communication barriers,
such as inaccuracies in signing.

(2) Cultural Sensitivity and Safeguarding:
• Codes: Cultural and Contextual Sensitivity, Safeguarding
and Vulnerability Awareness

• Theme Summary: This theme emphasizes the impor-
tance of adapting communication tools to fit cultural, re-
ligious, and contextual needs, while also integrating fea-
tures that address safeguarding concerns for vulnerable
users.

(3) Educational Integration and Motivation:
• Codes: Educational Integration and Platforms, Motivation
for Communication

• Theme Summary: This theme explores the integration
of the communication tool into educational settings and
platforms. It also considers the motivational aspects of
communication, focusing on what drives learners to en-
gage in communication.

7https://mapify.so/
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Figure 1: Mind Map of Initial Codes

(4) Practical Implementation and User-Centered Design:
• Codes: Trial and Adaptation in Real Contexts, Sensory
Processing Considerations, User-CenteredDesign and Flex-
ibility

• Theme Summary: This theme addresses the practical
aspects of implementing the tool in real-world contexts,
ensuring it is adaptable, user-centered, and sensitive to
sensory processing differences.

(5) Scalability and Future Vision:
• Codes: Technological Integration, Scalability and Long-
Term Vision, Consultation and Collaboration with Experts

• Theme Summary: This theme looks at the long-term
vision for the communication tool, including its scalability,
potential technological integrations, and the importance
of consulting experts throughout its development.

4.2.4 Evaluation - Member Checking. To validate the themes de-
rived from the interviews and ensure that the design specifications
accurately reflect the needs of the intended users, we employed
member checking [4, 8, 18, 22, 27] as a key validation strategy.
Member checking, also known as participant validation, involves
returning the initial findings to the original participants to solicit
their feedback on the accuracy and relevance of the themes identi-
fied during the analysis.

In this study, after the thematic analysis of the interview tran-
scriptions was completed, the resulting themes and corresponding
design specifications were shared with the interview participants.
Participants were provided with a summary of the key themes and
were asked to review and comment on whether these themes accu-
rately captured their experiences and needs as discussed during the
interviews. They were also invited to suggest any modifications or
additional considerations that might have been overlooked during
the initial analysis.

The feedback obtained from this process played a crucial role in
refining the design specifications for the tool. Participants generally
affirmed the relevance of the identified themes, with some provid-
ing additional insights that were incorporated into the final design.
This iterative process ensured that the final design specifications
were not only rooted in the data but also resonated with the lived
experiences and expectations of the end-users. The member check-
ing process thus contributed to the credibility and trustworthiness
of the research findings, enhancing the overall validity of the study.

4.2.5 Producing the Design Specifications. This report translates
the final themes into design specifications by breaking down each
theme into actionable guidelines and requirements for the devel-
opment of the translation tool. These requirements are intended
to serve as a comprehensive guide for the tool’s development, en-
suring it meets the diverse needs of its users and supports effective
communication across different systems and contexts.

(1) Core Vocabulary and Multi-System Integration
• Core Vocabulary List: The tool must include a compre-
hensive core vocabulary list, covering essential daily in-
teractions and needs (e.g., greetings, requests, rejections).

• Multi-System Support: The tool should support multiple
communication systems (e.g., Makaton, Signalong, British
Sign Language) and recognize variations in signs.

• Accuracy Handling: Implement functionality to handle
inaccuracies and inconsistencies in signing. Provide real-
time feedback and user correction options.

(2) Cultural Sensitivity and Safeguarding
• Cultural and Religious Vocabulary: Include customiz-
able options for cultural and religious vocabulary to cater
to diverse user backgrounds.

• Safeguarding Features: Incorporate mechanisms to de-
tect and flag potential safeguarding issues, such as distress
signals or abuse indicators.
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• Contextual Adaptation: Ensure the tool can adapt to
different communication contexts, including personal care,
cultural practices, and social interactions.

(3) Educational Integration and Motivation
• Educational Content: Integrate the tool with educational
platforms and resources. Consider partnerships with or-
ganizations that provide relevant content (e.g., Singing
Hands UK).

• Motivational Features: Design engaging elements such
as visual aids, interactive content, games, and sensory-
friendly features to motivate learners.

• Personal Needs Focus: Address personal needs and in-
terests of learners to enhance motivation, including food,
activities, and sensory preferences.

(4) Practical Implementation and User-Centered Design
• Real-World Application: Ensure the tool is practical for
use in various real-world settings such as schools, youth
centers, and community environments.

• Sensory Processing Considerations: Include features
that accommodate users with sensory processing differ-
ences, such as the ability to pause and adapt based on user
input and sensory needs.

• User-Friendly Interface: Design an intuitive interface
that allows easy customisation and adaptation by users
and caregivers.

(5) Scalability and Future Development
• Scalable Architecture: Build the tool with a scalable
architecture to support future updates and expansions.

• Technological Integration: Plan for the integration of
advanced technologies (e.g., AI for recognizing diverse
signing variations) to enhance the tool’s functionality.

• Expert Consultation: Establish a framework for ongo-
ing consultation with experts in communication systems,
technology, and user experience to refine and improve the
tool.

(6) Error Handling and User Feedback
• Error Detection: Implement error detection mechanisms
to identify and correct issues with sign recognition and
translation.

• User Feedback System: Provide options for users to give
feedback on inaccuracies or issues, allowing continuous
improvement of the tool.

(7) Customisation and Adaptability
• Customisable Settings: Allow users to customise set-
tings based on their specific communication needs and
preferences.

• Adaptability for Different Users: Ensure the tool can
adapt to the needs of different users, including those with
varying levels of communication skills and sensory sensi-
tivities.

(8) Resource Integration
• Additional Resources: Integrate resources such as vi-
sual communication symbols, educational materials, and
training guides to support users and caregivers.

• Training and Support: Provide access to training mate-
rials and support resources to help users and caregivers
effectively utilise the tool.

5 CONCLUSIONS
This paper presents the design process for a tool intended to au-
tomatically translate Makaton signs from live video streams into
written English. This study addresses a critical need for accessible
communication solutions, particularly in today’s digital era, which
presents additional challenges and further marginalizes individuals
with severe verbal communication difficulties.

The study employs a user-centered design methodology [28, 37],
integrating several key components to ensure the development of
an effective translation tool. It begins with semi-structured inter-
views with experts in the field, allowing for an in-depth exploration
of their knowledge and insights regarding the needs of Makaton
users. Thematic analysis is then used to systematically identify
and interpret recurring themes and patterns from the interview
data. To validate and refine these findings, member checking is
utilised, involving expert feedback to ensure that the identified
themes accurately reflect their experiences and needs. This iter-
ative process culminates in the development of detailed design
specifications, informed by both thematic analysis and expert feed-
back. This approach emphasises a comprehensive understanding
of user requirements, ensuring that the design specifications are
both practical and responsive to the needs of end-users.

A significant contribution of this paper is the innovative method-
ology employed. The study utilises a user-centered design approach
to derive specifications for a tool that translates Makaton into writ-
ten English in real-time. This methodology ensures that the tool
is technologically advanced and deeply aligned with the needs
and preferences of individuals with severe verbal communication
difficulties. The real-time translation capabilities, combined with
a rigorous user-centered design process, represent a significant
advancement in the field of AAC, offering a more accessible and
practical solution for those facing communication challenges.

The next phase of this research involves using the developed de-
sign specifications to create a functional prototype of the translation
tool. This prototype will undergo iterative testing and refinement
cycles, allowing for continuous feedback and adjustments to en-
hance its performance and usability. This iterative redesign process
will ensure that the final tool meets the practical needs of its users
and achieves its intended goals.

Looking ahead, we envision this solution serving as a valuable
framework for the development of similar software tools within
the field of AAC. By applying the principles and methodologies
established in this study, future projects can benefit from a well-
defined approach to designing and refining accessible communica-
tion technologies. This work not only advancesMakaton translation
tools but also provides a model for streamlining the design and
development of other assistive technologies aimed at improving
communication accessibility.
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