Real-time simulation and control systems design by the
Response Surface Methodology and designed experiments
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This paper examines two cases where the fitting of a model to experimental data makes
possible the solution of extremely difficult design and simulation problems. In the first
(aerospace) case, designed experiments were conducted on a permanent magnet AC
motor which provided the motive power for a flight surface actuator in a more electric
aircraft application. The Response Surface Methodology is applied to the measured
data to achieve inclusion of the component in a real-time distributed aircraft simulation.
In the second (automotive) case, oscillatory acceleration responses are controlled
via an electronically actuated (drive by wire) throttle. Designed experiments were
conducted on the test vehicle to achieve a systematic excitation of the vehicle driveline.
An approximation to the measured data is achieved by the Response Surface
Methodology allowing a controller to be designed extremely rapidly.

1. Introduction

The applications of data-driven modelling described
in this paper are associated with large amounts of data
which are the products of designed experiments. The
availability of increased computing power allows novel
modelling of dynamic systems to be accomplished,
often a necessity when other modelling and control
methods have been tried and found to be unsuccessful.
In both cases presented here, response surfaces
associated with multivariable inputs are fitted to experi-
mental data. The practical requirements that drive
the development of this data modelling technique are
in the one case the necessity to integrate a model of
a permanent magnet AC (PMAC) motor powered
actuator into a real-time distributed simulation environ-
ment, and in the other case, the development of a
dynamic vehicle model in the context of rapid control
system prototyping.
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The versatility and tractability of the approach is
confirmed by experiment, showing the wide range of
application to both real-time control systems and real-
time distributed simulation systems. The use of designed
experiments to collect appropriate data across the
operating envelopes of both systems provides the
foundation of the response surface fitting approach.

2. Response Surface Methodology (RSM)

The Response Surface Methodology (RSM) (Myers
and Montgomery 1995) is a technique designed to opti-
mize process control by the application of designed
experiments in order to characterize a system. The
relationship between the response variable of interest
(y) and the predictor variables (&;,&,,...,&,) may be
known exactly allowing a description of the system of
the form

y=2g(&1,5,....86) +e, (D

where e is the model error and includes measurement
error and other variability such as background noise.
The error will be assumed to have a normal distribu-
tion with zero mean and variance o°. In general, the
experimenter approximates the system function g with
an empirical model of the form

y=f(&,86,....86) +e, (2)



where f is a generally a polynomial of order three or
less. This is the empirical or response surface model.
The variables are known as natural variables since
they are expressed in physical units of measurement.
In the applications under consideration here, the natural
variables are gearbox transfer ratio and road speed in
the automotive case, and instantaneous torque and
rotor velocity in the aerospace case. In the RSM, the
natural variables are transformed into coded variables
Xy X2y nnns) X, which are dimensionless, zero mean and
the same standard deviation. The response function
now becomes

3)

The successful application of RSM relies on the identi-
fication of a suitable approximation for f. It can for
example be a first-order model of the form

n = Bo+ Bix1 + Baxa + - + Prxi. 4)

This is often termed the main effects model since it only
includes the main effects of the variables (x,,...,x;). It
is often found, however, that both interaction between
the variables and curvature of the response surface
itself necessitates the development of the main effects
model via a Taylor series expansion. This approach
leads to the inclusion of higher order and interactive
terms. Thus, a second-order model could be of the type

¥ = Bo+ Bix1 + Baxa + Bix] + Brx

This particular model comprises three variables x;, x,
X3, squared terms x7, x3 and interaction terms (x,x,),
(x1x3). There are, therefore, a number of steps in the
development of the RSM model, shown in generalized
form in figure 1. The designed experiments to generate
the data are described in the individual application
sections. In both cases, the experimental procedure
was followed to generate a training set to perform the
model identification and fitting. The procedure was
then repeated in each case to capture an unseen data
set upon which to assess the accuracy of the model.
Validation of the models was conducted upon this
unseen data in all cases. Considering first the coefficient
selection block, the appropriate model coefficients
are selected by least-squares regression analysis. The
algorithm may be extended to analyse any arbitrary
order of the model, assuming sufficient computational
resources are available for the processing of the data
matrices.

For example, when considering a first-order model,
the g terms comprise the unknown parameter set which
can be estimated by collecting experimental system data.
These data can either be sourced from physical experi-
ments or from previously designed dynamic computer
models. The parameter set can be estimated by regres-
sion analysis based upon the experimental data. The
method of least squares is typically used to estimate
the regression coefficients. With # > k on the response
variable available, giving yy,ys,...,y, each observed
response will have an observation on each regressor
variable, with x; denoting the ith observation of variable
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Var(€)=0> and the (e;) are uncorrelated random
variables. The model can now be expressed in terms of
the observations

yi= Bo+ Bixi + Paxio + - + BrXik + €
=B+ ZA: Bixij + €, (6)
=1
i=12,..., n.
The B coefficients in equation (6) are chosen such that

the sum of the squares of the errors (¢;) are minimized
via the least-squares function

n

=) (yi ~bo— Zﬂ,.v.-,-) : (M

The model can be more usefully expressed in matrix
form as

y=XpB+e, ®)
where
_,"l_
h) | X1 X2 ... Xk
| X211 X220 ... X2k
y: 5 x:
Loxm X2 oo Xk
L Vn
" Bo] KGN
B €
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It is now necessary to find a vector of least-squares
estimators b which minimizes the expression

LZZG? =ée=(y—XpB'(y—Xp) (10)
i:l

and yields the least-squares estimator of g which is
b= (XX)"'Xy (11)
and finally, the fitted regression model is
y = Xb, e=y-—y, (12)

where e is the vector of residual errors of the model.

Model selection is performed by an iterative algo-
rithm (figure 1) implemented as a Matlab script, which
is initialized with the most basic model under considera-
tion, a two input first order model:

n = Bo+ Bi1x1 + Baxs. (13)

Least-squares fitting for the coefficients is performed,
and the resulting model is run to predict the output of
the validation data set. Confidence in the model is
based upon the residuals vector. Supposing n; observa-
tions on the response of the ith level of the regressor
X, i=1,2,...,m, and y; ; represents the jth observation
on the response at x;, i=1,2,...,m, and j=1,2,...,n;
There are n = " n; total observations. The sum of
squares (SS,,p) for lack of fit is

m

SSior = Y milyi — $i). (14)

i=l

Interactive and higher-order components are succes-
sively added during each iteration until a predefined
confidence level is reached according to the confidence
metric C:

SSlof
C =100 — (SS_‘. X 100), (15)
where SS, =Y ni(7)°, and SS;or< SS,. As an exam-

ple of a higher order model which may be generated
by the iterative process, a third-order candidate is
considered.

= Bo+ Bix1 + Baxa + BrixT + Biax; + Baaxix2
+ Bi3x133 + Baaxax] + Baxix3 + Biax;
+ Bux; + Paax ;. (16)

In this example, the basic linear model has been aug-
mented during the iteration process by pure second-
and third-order terms, as well as coupling terms. The
model reflects the type of two input, single-output
systems considered in this paper. However, systems
exhibiting more degrees of freedom can be modelled
using this technique.

3. Response surfaces and designed experiments for a
computationally intensive distributed simulation

Complex systems such as aircraft can be represented
by distributed simulations, requiring the development
of administrative architectures necessary for the com-
ponents to operate as a unified whole. Both common



object request broker architecture (CORBA), and the
high level architecture (HLA) have been developed to
provide a real-time simulation environment. Individual
centres develop models that can subsequently join a dis-
tributed environment to construct a sophisticated repre-
sentation with detail, accuracy and model flexibility at
the component level. In particular, real-time flight simu-
lators can be constructed with levels of detail focussing
hierarchically down from the airframe flight characteris-
tics, through aerothermal gas turbine engine models, to
component models of fuel pumps, generators, etc.
Distributed components of the system are on the
whole modelled in high level environments such as
Matlab/Simulink. Routines may also be coded in lan-
guages such as Fortran or C. The distributed simulation
architecture registers the data types and protocols of
these modelling environments, and provides channels
for data streaming via a real-time kernel. The distribu-
ted architectures often rely on dedicated local (LAN)
or wide (WAN) area networks to provide necessary phy-
sical levels of bandwidth for the data transfer. Finally,
and most importantly, any individual component that
runs slower than real-time will prevent the system
from running in real-time if its operation is critical to
the operation of the overall system. Many complex sys-
tems, particularly nonlinear multivariable ones, require
in general intense computation in order to provide an
accurate dynamic simulation. This problem is exacer-
bated by the use of high-level simulation packages to
provide the model environment. Also, highly detailed
techniques such as finite element analysis and computa-
tional fluid dynamics, by definition require large
amounts of time to perform iterative solutions.
Experimental data may be used to construct a model
of the system, with the aim of constructing a representa-
tion accurate to known statistical bounds, with real-time
capability and is developed here, as it has the advantages
of a generic approach. Also, it lacks the disadvantages
of increased hardware costs or increased system band-
width requirement, while retaining the advantages of
graphical development environments. The solution’s
effectiveness in application will be examined against
both experimental and simulation data for a nonlinear
permanent magnet AC (PMAC) motor drive (Stewart
and Kadirkamanathan 1998, 1999). It is desired that
the motor joins a distributed flight simulator as the
actuator motive power for an electromechanical control
surface actuator. In order to achieve the high velocities
and torque required to achieve the operational band-
width of the surface, a complex nonlinear model refer-
ence current controller is packaged in the simulation
model (Stewart and Kadirkamanathan 2001) along
with associated power electronics and feedback sensors
(the simulation can be made more complex by the
desired implementation of sensorless control). It is

imperative that wherever possible, in order to maximize
the useability and applicability of the flight simulator,
that its response reflects, as closely as possible, the
real-life dynamic response and interactions of the indivi-
dual component parts. This allows the assessment and
integration of new components and control systems
in as ‘real” an environment as possible. Thus, real-time
integration and component level complexity are critical
goals.

3.1. Electrical drive system description

A brief description will be presented to give an over-
view of the complexities of a PMAC motor and control-
ler, and the level of computational overhead demanded
by, for example, a Simulink model. The controller
in question is a model reference type (Stewart and
Kadirkamanathan 2001), which allows the torque
speed envelope of the motor to be greatly increased.
The general configuration of this class of motor is
three phase AC, and a nonlinear transform (Park
Transform) is usually applied to the phase currents
and voltages to allow for easier analysis and control
system design (Pillay and Krishnan 1989), to give the
following description of the motor:

di,
V, = riy + wLia + 0k + L(#) (17
Vd = ri[/ - LULf,, + L(%), (18)

where V, V, are the d and ¢ axis voltages, iy, i, are the
d and ¢ axis currents, r is the phase resistance,  is
the rotor velocity, L the phase inductance and X the
back EMF constant in the reference frame as volts/
radian/second. The g¢-axis inductance is equivalent
to the armature inductance, and the d-axis inductance
is equivalent to the field inductance in a field wound
DC machine. In the case of the surface mount PMAC
motor considered here, these quantities are equal
and are denoted by L. The d and ¢ variables are
obtained from the three phase quantities via the follow-
ing definition of the Park transform

V.

q
V{I

cos(f) cos(f — 2m/3) cos(0+ 2m/3)
sin(@) sin(f — 2x/3) sin(0 + 27/3)

.
~3

¢

(19)

where V,, . are the three phase elements. This trans-
formation also applies to current and flux linkage



quantities, and the three phase quantities may be
obtained from the  and ¢ axis variables by application
of an inversion of the Park matrix in equation (19).
High-performance phase current regulation is the key
to high-performance motion control with the sinusoidal
PMAC motor. Fast responding current regulation
combined with self-synchronization via the built-in
shaft position encoder make it possible to orientate the
current phasor / anywhere within the d-¢ reference
frame subject to supply current and voltage constraints:

VE=Vo+ Vv,  P=I+I (20)
where V' is the available DC voltage magnitude and /
the absolute maximum current limit magnitude for
dynamic operation. The speed of the torque response
is limited only by the source voltage and stator induc-
tance values. Torque production is a linearly related
to ¢ axis current by the torque constant, thus:

T, = kiiy. (21)

3.1.1. Model reference controller. The baseline approach
to torque control is to map the torque command T into
demands for the ¢ and ¢ axis currents. These current
commands are then transformed into instantaneous
sinusoidal currents for the individual stator phases,
using the rotor angle feedback and the basic inverse
vector rotation equations. PI current regulators for
each of the three phases then excite the phase windings
resulting in desired current amplitudes. Examination
of the motor equations (17) and (18) reveals cross-cou-
pling between the equations, which requires correction
by a feedback linearizing controller to allow accurate
control of the current and voltage vectors (Stewart
and Kadirkamanathan 2000). The flux weakening con-
troller supplies current commands based upon rotor
velocity and torque demand, and is based upon the stan-
dard circle diagram representation (Jahns 1987, Miller
1993). As speed and frequency increase, the current
limit locus remains fixed. However, the radius of the vol-
tage limit locus decreases. The PWM control saturates
when its duty cycle reaches maximum, and the available
sinewave voltage from the inverter equals the phase
voltage. This operating point is known as ‘base speed’
and occurs on the circle diagram at the intersection of
the ¢ axis, current limit circle and voltage limit circle,
If the rotor velocity increases further, the radius of
the voltage-limit circle decreases further, and maximum
current is defined by a current vector terminating in the
intersection of the two circles. As rotor velocity increases,
the voltage-limit circle drags the current phasor further
and further ahead of the ¢ axis, decreasing the torque

producing current, and increasing the demagnetizing
negative « axis current. This acceleration can increase
until the point where the current vector lies entirely
in the demagnetizing direction, and no further torque
production is possible. The motor and controller
models are coded into Simulink models, together with
function blocks to describe real system objects such
as the three-phase PWM inverter, feedback linearizing
controller, rotor position encoder, Park transform
blocks and blocks to describe the voltage drop due to
the current dynamics (Stewart and Kadirkamanathan
1998). An external PID actuator position control
loop supplies torque demand signals to the PMAC
motor and controller simulation. However, when the
Simulink model of the model reference control system
was run on a Pentium III 800 MHz computer with
512 Mb system memory, it was found not to be capable
of real-time operation, running outside wall clock
time by a factor of five at the required sampling rate
of 1kHz. It was thus decided to implement a model
of the controller by RSM in order to achieve real-time
status for the motor/controller simulation.

3.2. RSM modelling of the model reference controller

The model reference controller can be converted into
a response surface by viewing it as an input-output
model. In this respect, the input variables are rotor
velocity and torque demand, while the output variable
is the angle of current vector advance. The nature of
this approximation is to a large extent steady state,
although its effect when implemented is dynamic. The
designed experiment collects data from the dynamo-
meter when all transients have decayed to zero in
order to find the highest torque available at the opera-
ting point under consideration. Hence, in this case,
the model represents a map of steady-state operating
points. When the approximation is applied as a con-
troller. However, the identified polynomial acts as a
model reference to a system which is operating both
dynamically and in steady state. This is possible, since
in a modern well-designed PMAC motor, the phase
inductance L (equations (17) and (18)) is small, and
also in fact, the rate of advance with respect to time of
the current vector in the flux weakening region is
restricted when driving realistic load torques. Hence,
the unmodelled voltage drop due to the current
dynamics can be assumed to be zero, particularly in
this case where the motor is driving a large inertial
load. A factorial approach to experimental analysis
on a four quadrant dynamometer was adopted (Hicks
and Turner 1999) to populate the three-dimensional
response space. An initial approach to deriving this
population would be to combine each increment of
PWM modulation depth with each increment of velocity
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Figure 2. Torque speed—current vector advance experimental data.

to give the output torque surface. This would result
in an output space (figure 2) with 180 experimental
data points (all the points present in figure 2). The
operational space of the motor can however, be divided
into linear and nonlinear regions, by populating the
map in terms of modulation depth and angle of current
vector advance. This results in the linear region being
defined by data points at the start and finish of the
linear region for each modulation depth. The nonlinear
region is defined by data points at 10° increments
for current vector advance at each level of modulation
depth. This factorial approach reduces the number
of experimental data points to be collected to 90, an
advantage of 50%. Modulation depths 0.3 and 0.4
have black squares across the linear region to indicate
the range of experiments which have been eliminated.
Before the experimental procedure was carried out,
each datum point was assigned a series number between
0 and 90. The order of experimentation was decided
via a random number generator in Matlab, according
to experimental design procedures (Hicks and Turner
1999). The characterization study was conducted on a
dynamometer rig. The method is to map the surface
that describes the surface connecting torque, rotor
velocity and current vector advance. The mapping
is conducted for a quantization of 10° current vector
advance, and PWM modulation depth from 0 to

100% in increments of 10%. The PWM modulation
depth is given as per unit current on the left hand side
of figure 2. The RSM is utilized to construct a response
surface that reflects the current advance profile in the
flux-weakening region of the motor. The natural units
&, (instantaneous torque in Nm) and &, (rotor velocity
in rads/s) of the experimental dynamometer data is
first transformed into the corresponding coded variables
x1 and x», such that

o, — & — [max(&) + min(&;))/2
M7 max(§n) — min(Eq))/2

(22)

and

__ i — [max(&p) + min(§p)]/2
" [max(§p) — min(&p)]/2

(23)

The second-order model (order and structure ascer-
tained by the iterative procedure described in Section 1)
to be fitted to the data was:

¥ =Bo+ Bixa + Baxa + Buxi

(24)
+ X3 + Brax1xa + €.



Using equations (10)—(13), we obtain the coefficient
matrix:

m 38,19 7
25.46
~7.28
=1 | 23)
6.23

| —5.84 |

Therefore, the model of the flux weakening surface is

$ = 38.19 + 25.46x, — 7.28x; — 11.04x7

) (26)
+6.23x; — 5.85x1x2,

which may be slightly biased if the noise is coloured.
The expression for the response surface model can
now be implemented as a controller in Simulink and
the performance compared with the original Simulink
model.

4. Response surfaces for rapid prototyping of an
automotive control system

We will now consider the development of a low-cost
electronic throttle actuator, and microcontroller devel-
opment to control vehicle oscillation. ‘Drive-by-wire’
applications for the replacement of the conventional
cable link between the throttle pedal and the throttle
body are the focus of development by many major auto-
motive manufacturers. By fitting a stepper or permanent
magnet servo motor (Stewart and Kadirkamanathan
1998) to the throttle body, and an electronic throttle
pedal with potentiometer, a drive-by-wire system
can be implemented. Control systems have been
designed (Rossi et al. 2000), which allow fast and accu-
rate response to changes in pedal demand, and have
been shown to possess robust operating characteristics.
The initial requirement is to damp the acceleration oscil-
lations generated by throttle step changes. This mapping
is constrained by the requirement to maximize the
vehicle acceleration response available to the throttle.
Control analysis and design for this automotive
system is complicated by a number of factors. There
are a number of nonlinearities present such as backlash
in the gearbox, a tyre model which varies nonlinearly
which load, and nonlinear clutch response. Also there
exists a process lag between throttle actuation and
torque production and nonlinear engine torque-speed
mapping.

4.1. Data acquisition and system description

Experimental data were available from a test car
which was fitted with a data acquisition system includ-
ing three axis accelerometers, and had been loaned
for the purpose of analysis, design and testing. The fea-
sibility of the proposed designed experiment was initially
performed in simulation (figure 3), and subsequently
a systematic excitation of the driveline was made experi-
mentally on the vehicle by performing step demands
in all gears at discrete points throughout the effective
engine speed range of the vehicle. The generated experi-
mental data (road speed, acceleration, engine speed,
etc.) were analysed using the RSM. In the development
of a model and control system constrained by computa-
tional considerations, and the requirement of rapid
prototyping, the RSM allows a low-order approxi-
mation to be derived from the available empirical
data (Stewart and Fleming 2001). A reduced-order
representation can then be employed in the controller.
Application of the RSM analysis to the vehicle response
data allows a system model to be developed that
lends itself to the design of a scheduled controller struc-
ture which is shown to control the first torsional mode
of the driveline. Dynamic models of the driveline
and engine are widely available, ranging from simple
linear models to highly complex nonlinear models.
To illustrate the complexity of the control problem,
a nonlinear model is presented here that addresses
the driveshaft flexibility and adds certain nonlinear
elements. A high-order nonlinear model is obtained
which in tandem which other factors such as engine
lag and unidirectional torque production, shows the
difficulties of designing a controller for this system.
The driveline can be modelled (Kienke and Nielsen
2000) as a system comprising engine (flywheel), clutch,
transmission, propshaft (in the case of rear wheel drive
vehicles), final drive, driveshafts, wheels and tyres,
and vehicle mass, giving (for the nomenclature, see the
appendix):

Jl,ér - Te = T_'/b - Mkr(G(' - glil) - dt'(ét - élil) (27)

7\ -
(J, + —’) b,
7

= i(M (0. = 6,i)) +d (6.~ 6,i)))

- (([l + i) él - l (kfl (ﬁ - 611') + dtl (& - éw))
Iy i iy Iy
. 0 8, .
(Ju' + )7”';)9"- = kd (_l - 9“‘) + dz/ (_’ - 9!\')
iy i

-1 5 .
—(d\y +mc,ar.)8, — EC"A y p(,rf, 0. —rem(cy) + Gsin(t,)).
(28)



[Number of occupants = 2, Vehicle Dry Weight =1400kg,
Total Transmission Lash = 3 Degrees,
Road Surface = Dry, Level, Tarmac]

Initial Road Speed 10m/s

Initial Road Speed 5m/s
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Figure 3. Simulation of the designed step response experiment before road-tests.

This high-order representation of the system gives a
reasonable response when implemented as a simulation
and compared with experimental responses. It does
differ from the real system in significant respects,
however. The first difference is the presence of backlash
in the geared elements such as the gearbox and differen-
tial. This effect is manifest as a deadzone at tip-in while
the transmission angular slack is taken up during the
application of engine torque. This will also contri-
bute nonlinear effects during transmission oscillations
after the initial tip-in torque transient. Second, the tyre
model (Burkhardt 1993) in reality is far more complex
than the description in the given model in terms of
wheel slip and friction coefficient.

4.2. Designed experiments and RSM modelling

In contrast to the aerospace application described
previously, the approximation derived here encompasses
both steady-state and dynamic responses. The polyno-
mial approximates the system as characterized by its
damping ratio. In this way, the behaviour of the vehicle
is mapped according to its response to a step throttle
input in terms of rise time, settling time and overshoot.
In the analysis of the acceleration response of the

vehicle, there are three variables of interest, namely
vehicle loading, road speed and selected gear ratio.
For the purpose of clarity in the description, vehicle
loading will be assumed to be a fixed standard two
person loading of 160 kg. In order to reduce the overall
number of data sets required to construct the response
surface of the system, a factorial approach (Hicks and
Turner 1999) is adopted. The combinations of factorial
experiments at Sms~ ' in each gear requires 25 experi-
ments to be performed. Each proposed factorial combi-
nation was assigned a serial number and performed
in random order via output from a random number
generator. Each experiment consists of coasting the
vehicle in the appropriate gear at the appropriate
roadspeed, and performing a 100% tip-in with the
accelerator pedal. This corresponds to exciting the
open loop system with a unit step torque input. On
the day of testing, the 1 mile asphalt test road was
dry, with overcast sky and ambient temperature of
60°F. The effect of the energy storage components
in the driveline can be clearly seen in an examination
of the vehicle at 10ms™"' in second gear in figure 4.
Examination of the vehicle response to tip-in reveals
a system that can be approximated as a delay and
second-order dynamic response with an overshoot and
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Figure 4. Vehicle acceleration response (b) in second gear at 10ms ' to throttle step demand (a).

settling time which varies with road speed and selected
gear. This approximation to describe the entire vehicle
response can be formulated by application of RSM to
the experimental data. Of note is also the lag between
actuation and response. The torque lag is combined
with a high level of lash for this high mileage vehicle.
The experimental data that has been gathered can be
synthesized into a response map for the vehicle in order
to design an oscillation control system. For the defini-
tion of driveability under consideration here, the vehicle
response can be characterized as the damping ratio of
the second-order approximation map with variables
road speed and selected gear. The individual experimen-
tal responses may be expressed in terms of overshoot
and settling time. The transfer function describing the
open loop system may be described as:

), 1
R(s)  as?+bs+c’

(29)

from which the damping ratio of the system can be
calculated as the ratio of the actual damping b
to the critical damping b, = 2./ac (Ogata 1990). Thus,
the damping ratio ¢ can be calculated from ¢=bh/b,.
The roots of the characteristic equation (29) are

s1,8 = —b. £ je/1 — b2, This forms a complex conju-
gate pair from which the damping ratio and natural
frequency can be computed. The natural units &
(road speed in miles per hour) and &, (selected gear)
of the experimental data are first transformed into
the corresponding coded variables x; and x», such that

= &1 — [max(&;) + min(&;)]/2
- [max (&) — min(&:1)]/2

(30)

and

_ _ i — [max(&p) + min(§n)]/2
7 [max(§p) — min(§p)]/2

e

(31

This is a coding scheme widely used in fitting linear
regression models, resulting in the values of x; and x>
falling between —1 and +1. Thus, the response surface
in terms of the coded variables is obtained via a model
which had been identified by the iterative procedure
described in Section 1. The best fit model was found
to have an identical second-order structure to that
identified for the aerospace application (equation 24).
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Figure 5. Vehicle damping ratio response surface.

The equation describing the response surface in this case
was found to be

7 =0.4079 — 0.804x; + 0.3809x + 0.0519x7

32
—0.0429x3 — 0.0121.x; x5. ¢2

This can be converted back into an equation using the
natural variables by reversing the conversion process
in equations (31) and (32). Comparing the computed
response surface against a second experimental data
set gave an average residual error of 1.65%. The surface
as fitted in terms of damping ratio, selected gear and
road speed is shown in figure 5. The gear numbers
in figure 5 correspond to a standard 2.5-litre V6
Ford Mondeo gearbox. Interpolation between the
gears allows an approximation to be made which
predicts the response of gearboxes with alternative
individual ratios, should the controller be applied to a
non-standard vehicle.

The control of driveline shuffle has been the subject
of controller design, including LQR and generalized
optimal control (Best 1998) noting that the technique
is ‘unlikely to prove beneficial in any practical imple-
mentation of driveline control’, and pole placement
(Richard et al. 1999a), which utilizes a ninth-order
controller which although damping the decay oscilla-
tions, adds an undesirable initial acceleration transient.
As noted, it is required to assess the usefulness of
RSM for rapid prototyping and also to provide an
initial simple useable controller to identify the poten-
tial of the electronically operated throttle body for
controlling the driveline. The simple feedforward con-
troller is designed as follows. A response surface has
been obtained (figure 5) which describes accurately the

vehicle’s damping ratio map. As an initial design
target, a damping ratio of 0.7 across the entire operating
map would be a desirable response. The problem as
presented to the control designer is nonlinear and
time variant (varying with selected gear and roadspeed),
a transport delay exists in terms of engine torque
production, and the engine torque output varies non-
linearly in terms of engine speed, engine temperature
and other factors. The RSM analysis, however, allows
a simple open loop feedforward controller to be immedi-
ately designed and implemented to allow a fast appraisal
of the actuator potential. The system response surface
extracted from the experimental data is a representation
of the complex conjugate pole pairs of the approxima-
tion in terms of the system’s varying damping ratio.
The initial approach will be to effect a pole-zero can-
cellation of these complex conjugate poles by utilizing
the damping ratio response map, and pole placement
to give a satisfactory response, by utilizing the damping
ratio error response map. This method does rely on
accurate knowledge of the position of the uncompen-
sated poles which has been ascertained experimentally
for the purpose of this development. The parameters
of the feedforward controller are derived in real-
time from the response surface and are a function of
selected gear and roadspeed. The feedforward com-
pensator takes the form as2+b.s'+c,"asz+d.s'—+—c, where
the coefficient b is calculated from the damping ratio
response surface, and performs pole-zero cancellation.
Coeflicient d produces the desired pole placement
and forms the requires damping ratio, and is calculated
from the sum of the damping ratio response surface,
and the damping ratio response error surface. The
demand from the throttle pedal, throttle position and
roadspeed were read in via A/D ports, and the selected



gear read in via the digital I/O. Output from the con-
troller was sent to a power amplifier via the PWM
port. With the controller in place, the experimental set
was repeated to assess the potential of the electronic
throttle control.

5. Results

It is now possible to assess the performance of the
data-driven modelling procedure.

S.1. Distributed aerospace simulation

In the case of the distributed simulation, by connect-
ing the model reference controller and second-order
response surface model in turn to the existing PMAC
motor and actuator driven model, the output can be
compared with existing experimental data sets. In this
experiment (figure 6), the motor is accelerating from
rest and run up to a rotor velocity of approximately
7500 rpm. This is a particularly arduous operating en-
velope, as the motor is being simulated with a coarse
position feedback encoder rather than the more usual
high-resolution encoder. This is responsible for the high

level of ripple in the torque envelope. A visual inspection
of the torque profiles produced by the two controllers
reveals little or no difference in performance of the
accelerating motor. The controller command outputs
were found to have a mean difference of less than 1°,
which reflects the mean error in the initial controller
design from experimental data, where the mean error
of the second order fit was also < 1°. The simulations
were repeated for verification over a number of ran-
domly chosen profiles over the entire torque/speed
range. The error bounds were found to be < 1° in all
simulations. The second-order controller obtained
through the RSM was found to operate at more than
10 times wall-clock time compared with the original
Simulink controller which could not attain real-time
operation. The increase in performance (> 50 times)
was such that it was possible to run the rudder
motor and controller on the same machine in real-
time without any modifications to the motor-drive
simulation, which is in itself a valuable improvement.
The final implementation was to run the RSM designed
controller on a separate machine from the motor and
drive to confirm its benefits for distributed simulations.
The simulation ran via a 100 Mb/s LAN via standard
network interface cards, and bespoke data buffers
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Figure 6. Comparison of Simulink and RSM controllers in motor acceleration simulation.
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and sockets programmed in both C++ and Visual
Basic. No buffer under-runs were experienced, and the
controller was found to stream data successfully in
real-time, operating at 1 kHz under the HLA.

5.2. Automotive rapid prototyping application

In the other example, the goal of rapid prototyping
was achieved in a matter of days between initial
experimental testing and final implementation testing.
The original set of experiments were repeated with
the electronic throttle both compensated and uncom-
pensated. A comparison at the 10ms™" in second gear
step response is shown in figure 7. The time axis in
both traces was zeroed at the initiation of the step
demand for the purpose of clarity. The marked improve-
ment in vehicle oscillation obvious in figure 7 was
repeated throughout the operating map of the vehicle.
The compensated vehicle responses over the operating
region of the vehicle were found to have a mean
damping ratio of 0.68, with a maximum residual of
0.07. The tip-in driveability of the vehicle was found
to be subjectively improved, in addition to the experi-
mental evidence of the vehicle damping ratio map.
Although a small amount of acceleration rate is

P. Stewart et al.

sacrificed to achieve the suppression of oscillations,
subjectively the vehicle’s performance was not felt to
be affected during appraisal by a group of four drivers,
an appraisal carried out on a standard closed road
route with the controller alternatively switched in
and out.

6. Conclusions

A method has been presented that has been adapted
from process control and optimization methodologies.
For real-time distributed simulation environments,
the approach allows the adaptation of complex aero-
space controllers and systems which are too slow to
join real-time simulations to be approximated in a
way such that real-time simulation becomes possible.
The method has been demonstrated on a PMAC
flux weakening controller for a rudder actuator and
found to provide not only the performance boost in
terms of run-time, but also the accuracy required by
the simulation environment. The method is shown
to be a useful tool in the development of complex
real-time systems.

The method is capable of finding polynomials of
higher order than 1 or 2 if necessary. However, it
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was found in the two diverse, demanding applications
presented here (and other engineering applications
not described due to lack of space) that in fact order 2
was sufficient. The iterative search engine attempts to
find a good fit with the minimum number of regressors.
The technique that has its roots in process control was
found to be successful where other techniques such as
LQR, etc. were found to be unsuccessful.

The experiments to generate the data were designed
to produce well behaved (not too much, not sparse,
not localized) data sets. It was not obvious in either
case that the solutions would be of low dimension in
terms of model order, it was co-incidental that both
were capable of modelling as second-order polynomials.
It is necessary to identify the dominant inputs to
the system. In the automotive case, the inputs could
be extended to include wind speed, wind direction,
tyre pressures, engine temperature, etc. However, the
fundamental system is a two-input single-output
system. By coincidence the aerospace application was
also identified fundamentally as a two-input single-
output system. The technique can cope with higher
orders of inputs.

The experimental datasets generated for the applica-
tions were inherently extremely noisy due to the use of
high-frequency switching power electronic drives, etc.
The use of recursive least squares to identify the model
parameters, and careful use of analogue and digital
filters on the data acquisition system to a greater extent
circumvent the problems associated with noise. Designed
experiments have been implemented in this paper to
populate regularly the entire operational envelopes of
the systems under consideration, so again the problems
associated with sparse data are circumvented.

In the real-time automotive application, two hier-
archically related objectives, first, to examine the
application of the RSM to rapid control design proto-
typing, and having successfully achieved this goal,
the second objective was to use the RSM to examine
the potential of electronic throttle control to shape the
acceleration response of an experimental vehicle. A
controller based on nonlinear techniques and certain
aspects of pole placement was eventually developed,
but the timescale for analysis and design available
for this project being particularly stringent, proved the
usefulness of the RSM technique. The benefits of its
addition to the controller designer’s toolbox become
immediately apparent when we consider the design pro-
cess presented here. The timescale from experimental
data captured through RSM analysis to experimental
verification and assessment of the electronic throttle’s
potential for vehicle acceleration shaping was under 4
days. At this point, a judgement upon the viability
and potential of the project could easily be made with
confidence. In parallel with the RSM analysis, standard

controller designs were being implemented and assessed.
However, these designs are still in the development stage
after many months. In conjunction with the existing
mathematical models of the vehicle driveline presented
in Section 5, it is necessary to develop a fully dynamic
model in a software simulation package such as
Simulink. The development of the mathematical models
in conjunction with a simulation and also highly com-
plex nonlinear controller design is by its nature an extre-
mely time consuming task. In this context, the use of the
RSM becomes extremely attractive. The technique has
allowed an examination of the system control potential
to be made at the start of the project, benefiting both
the confidence of the industrial partners, and giving a
realistic benchmark of potential performance. The con-
troller derived by the RSM is immediately useable on
the experimental vehicle, providing a demonstration
facility at project inception. Some other benefits of this
development tool are also significant. A controller is
quickly available for verifying the computational,
mechanical and electrical components of the control
system, giving a stable platform for subsequent control-
lers as and when they become available. The controller
as designed via the RSM is simple and low order by
nature, and thus can be installed on a very simple micro-
controller. Finally, a quick and cheap assessment of a
system’s potential can be rapidly made in order to sup-
port project development proposals. A controller has
been developed to examine the potential of electronic
throttle control. The stated requirements were rapid
prototyping algorithm simplicity in both design and
implementation, oscillation control, and the ability to
work effectively across the entire operating region
of the vehicle. All these requirements have been fulfilled,
with the conclusion that electronic throttle control is
a capable tool in a suite of applications to control the
various aspects of ‘driveability’. A secondary achieve-
ment has been to implement the control system on extre-
mely cheap widely available components, further adding
to its attractiveness to the automotive industry. A design
method has been followed, centered around the RSM
which has enabled the rapid prototyping process from
empirical data. The design of a useable implementation
has been achieved on a time varying process with
significant time delays and nonlinearities.

The advantages to be gained by the application of
data driven modelling has been shown in two disparate
applications. For the real time distributed simulation
case, it has been made possible for the representation
derived from a computationally intensive simulation
to attain real-time performance. For the automotive
control case, the multiple goals of rapid prototyping,
and hardware verification are achieved alongside the
design of a computationally extremely efficient accelera-
tion oscillation controller.
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Appendix
Physical variables
J  moment of inertia,
0  angular position,
T torque,
M mass,
d  damping coeflicient,
i gearing ratio,
k  spring stiffness,
m  mass,
r effective rolling radius,
G acceleration due to gravity.

Subscripts
e  engine,
¢ clutch,

fe  engine friction,
t  transmission,
f  friction torque,
d differential,
w  wheel,
a aerodynamic drag,
p  air density.
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