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Abstract— The rapid growth of e-commerce and online 

shopping have resulted in an unprecedented increase in the 

amount of money that is annually lost to credit card fraudsters. 

In an attempt to address credit card fraud, researchers are 

leveraging the application of various machine learning 

techniques for efficiently detecting and preventing fraudulent 

credit card transactions. One of the prevalent common issues 

around the analytics of credit card transactions is the highly 

unbalanced nature of the datasets, which is frequently 

associated with the binary classification problems. This paper 

intends to review, analyse and implement a selection of notable 

machine learning algorithms such as Logistic Regression, 

Random Forest, K-Nearest Neighbours and Stochastic Gradient 

Descent, with the motivation of empirically evaluating their 

efficiencies in handling unbalanced datasets whilst detecting 

credit card fraud transactions. A publicly available dataset 

comprising 284807 transactions of European cardholders is 

analysed and trained with the studied machine learning 

techniques to detect fraudulent transactions. Furthermore, this 

paper also evaluates the incorporation of two notable 

resampling methods, namely Random Under-sampling and 

Synthetic Majority Oversampling Techniques (SMOTE) in the 

aforementioned algorithms, in order to analyse their efficiency 

in handling unbalanced datasets. The proposed resampling 

methods significantly increased the detection ability, the most 

successful technique of combination of Random Forest with 

Random Under-sampling achieved the recall score of 100% in 

contrast to the recall score 77% of model without resampling 

technique. The key contribution of this paper is the postulation 

of efficient machine learning algorithms together with suitable 

resampling methods, suitable for credit card fraud detection 

with unbalanced dataset. 

Keywords— Resampling, Oversampling, Unbalanced, Under-
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I. INTRODUCTION  

E-commerce and its applications using the Internet have 
seen an unprecedented growth in recent years. The global 
online retail reached a staggering value of 1.85 trillion pounds 
(GBP) in 2017, with a forecast of 4.9 trillion by 2021 [1]. The 
rise of e-commerce has led many other industries, particularly 
the financial sector, to use the Internet as their primary 
medium of business transactions. Herein, data-driven 
approaches are now increasingly being used to facilitate 
various services such as online transactions, authenticating 
users, verifying credit card information, and identifying and 
preventing fraudulent transactions [2]. Genuine online credit 
card transactions, which allow transferring of money from the 

customer’s bank accounts to the retailers [3], are pivotal in e-
commerce. The increasing number of online transactions also 
introduces various levels of challenges whilst achieving 
genuine transactions, amid malicious users intending to 
capture user and card information. The total amount of 
fraudulent transactions in 2020 is expected to hit 25 billion 
pounds and further predicted to exceed 30 billion pounds per 
annum by 2027 [4].  

Worth to note that the number of Card-Not-Present (CNP) 
frauds has increased by 2.1% just over four years, thus CPN 
transactions are considered to be the most serious threat for 
credit card industry [5]. Recently, strategies to analyse, detect 
and prevent fraud transactions by exploiting various machine 
learning techniques gains attention. Clustering techniques, 
classification algorithms, and neural networks are the ones 
considered to be effective and are becoming widely used for 
dealing with fraud transactions [6]. The use of advanced 
statistical learning algorithms, especially supervised and 
unsupervised machine learning algorithms, facilitates an 
efficient detection of patterns and anomalies and further 
provide useful insights extracted from large-scale datasets. 
Data-driven models for fraud detection offer higher precision 
of detection, operational efficiency, real-time detection and 
prevention of frauds, while being cost efficient [7]. 

Despite the existing efforts aimed at developing efficient 
data-driven approaches for fraud detection, such as model-
based reasoning or descriptive data mining techniques, a 
reliable model with better practicality is still a requirement. 
Fraud detection methods and techniques are considered as 
intellectual assets of banks and other financial institutions [8]. 
Data-driven methods are bound to various requirements and 
preserving the user privacy and not disclosing the same is 
pivotal while analysing relevant information. To this end, a 
complete dataset that describes all the desired information for 
performing comprehensive analytics is often not available to 
data analysts. It is obvious that the quality of the dataset 
significantly influences to accuracy of data-driven models.  

Training datasets are usually generated from hundreds of 
millions of transactions, often lack the desired sensitive and 
critical user information, which results in imbalanced datasets. 
This imbalance means that one or more variables with an 
instance occur more frequently than the others. Such as 
imbalance is also known as the skewed distribution and it is a 
very common issue in classification algorithms [7].  
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To overcome this issue, the imbalanced datasets can be 
subjected to various methods of under-sampling and 
oversampling during the pre-processing stage, so as to arrive 
at a complete balanced dataset for further advanced processing 
to produce accurate results. Furthermore, the selection of 
appropriate variables is another commonly encountered issue, 
which results from the interchangeable features between fraud 
and legitimate transactions. Finally, the durability and 
sustainability of the models adds complexities during the 
development stage, as the models are affected by trend 
variation caused by changes in the behaviours of both genuine 
users and fraudsters [4].  

To this end, deploying the most suitable sampling 
techniques on imbalanced datasets is an important 
requirement as it significantly affects the overall accuracy and 
dependability of the detection models. Herein, this paper 
empirically evaluates the integration of notable sampling 
techniques such as Random under-sampling and Synthetic 
Minority Over-sampling Technique (SMOTE) with various 
machine learning methodologies, such as Logistic Regression, 
Random Forest Classifier, K-Nearest Neighbour and 
Stochastic Gradient Descent. The impact and efficiency of 
these machine learning methodologies for detecting fraud 
transactions are demonstrated through three implementations: 
Firstly, the machine learning methodologies are implemented 
solely without any sampling techniques; secondly, the random 
under-sampling technique is integrated; and thirdly, the 
SMOTE resampling is integrated as well with the machine 
learning methods, respectively. The outcomes of all the three 
forms of implementations are comprehensively discussed for 
each of the four studied machine learning methodologies, with 
the intention to showcase the efficiency of the machine 
learning models in their sole form, and to assess the impact 
which sampling techniques can provide when dealing with 
imbalanced datasets during online fraud detections.  

The remainder of the paper is organised as follows: 
Section 2 reviews some existing works of online fraud 
detection based on data-driven approaches. Section 3 presents 
a background on the studied machine learning algorithms, 
while Section 4 introduces the sampling techniques for 
imbalanced datasets. Section 5 presents our evaluation 
strategy, introduces our dataset, and describes the results of 
our analytics. Section 6 concludes this paper and outlines 
some future research directions. 

II. BACKGROUND 

This section presents the background information about 
the machine learning techniques evaluated in this paper. 

A. Logistic Regression 

Logistic Regression (LR) is a statistical linear supervised 
learning method used for binary classification [9] that works 
by arranging the calculation used to relegate perceptions, to 
form a discrete arrangement of classes [10], shown in (1). 

It is usually used to predict the patterns in a dataset with 
unambiguous numeric attributes by performing regression on 
a group of variables. LR uses a non-linear function, called 
sigmoid for the prediction, defined as   

                               𝑃(𝑋) =  
𝑒𝑎+𝑏𝑋

1+𝑒𝑎+𝑏𝑋                                    (1) 

where, P represents the model probability, e is base of the 
natural logarithm, a and b are the parameters of the model. 

The value of this function is between 0 and 1. If the result is 
above 0.5, the classifier sets the predicted variable to 1; if the 
value is below 0.5, the result is classified as 0. The 
optimisation method giving the best fit parameters for the 
input function coefficients is used to train the classifier [11]. 

B. Random Forest Classifier 

Decision tree (DT) models are known for their simplicity 
and are built based on human reasoning to deal with different 
attribute types. However, models with a single tree are often 
sensitive to the data subjectivity and suffer overfitting issues.  

To solve this issue, ensemble methods combine multiple 
tree predictions, with each single tree predictor depending on 
its own random variable in independent datasets, and all the 
single trees are in a common forest of the same distribution 
[12-13]. Random Forest (RF) is a managed supervised 
technique which ensembles both classification and regression 
learning methods and it is suitable to solve the problems 
involving the dataset dividing to classes. A series of Decision 
Trees is used to predict the class, thus the majority of the 
voting techniques of all single trees are considered with the 
final predicted output class set from the most voted class.  

Predictive class for new instances is obtained by 
aggregating every single tree output in the ensemble model. 
The advantage of RF is its computational efficiency, as each 
single tree is built independently of each other [14]. 
Furthermore, [15] emphasize the ability of RF to deal with 
unbalanced datasets, the common issue related to the dataset 
with fraudulent credit card transactions. Unbalanced datasets 
are dealt with by incorporating the highly differenced 
misclassification costs of credit card detection and 
implementation of RF bagging ensemble learning model. The 
model achieving the lowest positive (minority) class error has 
more emphasis and the tree with the lowest error is the most 
significant for defining the learning function. Random Forrest 
classifiers can be represented as in equation (2).  

           𝑅𝐹𝑓𝑖 =  
∑ 𝑛𝑜𝑟𝑚𝑓𝑖𝑖𝑗𝑗

∑  𝑛𝑜𝑟𝑚𝑓𝑖𝑗𝑘𝑗∈𝑎𝑙𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠,   𝑘∈𝑎𝑙𝑙 𝑡𝑟𝑒𝑒𝑠
            (2) 

where, RFfi represents the importance of feature I that is 
calculated from all trees in the model, normfiij represents the 
normalised importance of features i and j, and normfijk 

represents the normalised feature importance for i in tree j. 

C. K-Nearest Neighbour 

K-Nearest Neighbour classifier (KNN) is a widely used 
and regarded as a favourable algorithm for detection method 
and systems. KNN is a supervised statistical machine learning 
algorithm used for pattern recognition which is achieving 
consistently high performance while running without prior 
assumptions about the distribution of training dataset [16] and 
based on analogy learning [17]. The principle of this method 
works based on a calculation between two data points, when 
the Euclidean distance is used as a measurement technique for 
all instances in the dataset. Next, these distances are arranged 
in an increasing order [18]. The performance of the KNN 
algorithm is determined by the following three main factors: 
1) the distance used for the location of the nearest neighbours; 
2) the distance rule used to deliver a classification from the 
nearest neighbour; and 3) the k number of neighbours used for 
classification of the outcome variable [15].  When k = 1, the 
data point is assigned to the class of its nearest neighbour data 
point. Therefore, if the nearest neighbour is fraudulent, then 
the transaction is classified as fraud [10]. According to [16], 
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the k number should be small and odd to break the ties (usually 
1, 3 or 5). However, the higher values of k are known to reduce 
the effect of the noisy dataset. KNN can be represented as in 
equation (3), by the formula  

                 𝐷(𝑥,𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑘

𝑖=1  ,                               (3) 

where, D represents the distance between points x and y, and 
xi, yi represent the particular instances in the dataset. 

D. Stochastic Gradient Descent 

Stochastic Gradient Descent (SGD) is a popular 
classification machine learning algorithm which has not 
gained much emphasis for implementation in the detection of 
frauds in credit card transactions so far. SGD is an updated 
Gradient Descent algorithm, when the demand on 
computation time is decreased by calculation the cost error, 
corresponding gradient and updates on the weights for one 
data point are achieved at a time instead of the calculation 
exerted for the entire dataset simultaneously [19].  SGD can 
be represented as in equation (4) 

                𝑉𝑡 =  𝛽𝑉𝑡−1 + (1 − 𝛽)𝛻𝑤𝐿(𝑊, 𝑋, 𝑦)              (4) 

where, Vt represents the weighted average of the given 
sequence, β is the hyper-parameter, L is the loss function, W 

is the momentum, and ∇   is the weight-dependent gradient. 

III. RESAMPLING OF UMBALANCED DATASETS 

To deal with imbalanced datasets, resampling techniques 
are applied to balance the class variable that can be later 
exploited to determine whether a given transaction is 
fraudulent or not. The random under-sampling and the 
Synthetic Minority Oversampling Technique (SMOTE) are 
the commonly used resampling techniques on imbalanced 
datasets. This section introduces the aforementioned 
resampling techniques in detail. 

A. Random Under-sampling 

Random Under-sampling is a method that works by 
selecting random examples from the majority class, so as to 
reduce the number of majority class in such a way to arrive at 
a balanced training set of equally represented majority and 
minority classes. It is one of the most popular method based 
on preserving the minority class and randomly selecting the 
instances from majority class for building a training set.  

The limitation of the method is that some important or 
even critical information can be deleted from the majority 
class, as only a limited number of instances are randomly 
selected from the dataset and useful sampled data near the 
cross-edge of feature space are potentially overlapped and 
lost. To overcome this problem, [20] introduce the Gaussian 
Mixture Under-sampling (GMUS) model implementing the 
Gaussian Mixture Model (GMM) which select the instances 
near the cross-edge area of data distribution and thus ensure 

that useful data points remain and will be sampled. GMM is 
an approach used for enabling the measure of uncertainty or 
probability that a data point belonging to a specific class using 
a soft classification, as an alternative method to hard 
classification methods, such as K-means where each data 
point is associated with one and only class [21].  

This method has proven to be efficient in solving the over-
fitting issue and increased the recognition rate of minority 
samples [20]. Generally, the Random Under-sampling 
technique is appropriate for the cases where there is a 
sufficient number of instances in the minority class [22]. 

B. SMOTE Resampling 

Synthetic Minority Over-sampling Technique (SMOTE) 
works on the contrary to random under-sampling, as it 
oversamples the minority class instead of deleting the majority 
class [23]. The SMOTE resampling method uniquely selects 
the instances that require resampling, in order to eliminate 
overfitting issues witnessed in the traditional oversampling 
methods. Consider the scenario presented in Fig. 2, where the 
majority class (represented in blue) has a leading control on 
both axes. The SMOTE method draws synthetic lines between 
the data points of minority class and places the new instances 
on these lines. When the dataset contains more minority 
instances than shown in the graph, synthetic lines can origin 
diagonally to the opposite data points, resulting in a larger 
number of synthetic lines from one data point. The number of 
lines and new instances are determined by the model 
parameters in a similar way to the K-Nearest Neighbours 
algorithm, where the K parameter define the number of 
neighbours that should be accounted in the model [24]. The 
limitations come from datasets with high dimensional space, 
and the appropriate feature engineering reducing the number 
of variables is beneficial. The SMOTE technique performs 
with higher efficiency in a lower dimensional space, as the 

 

Fig. 1. Random Under-Sampling 

 

Fig. 2. SMOTE Resampling 
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converters will be closer to each other and resampling would 
be more accurate [25]. 

IV.  EXPERIMENTS 

A. Experimental Strategy 

Measuring the performance of the Machine Learning 
algorithms is pivotal for any analytics driven application. The 
unbalanced class dataset issue requires a specific approach for 
measuring the performance of the trained algorithms. Suppose 
an unbalanced dataset with 1000 instances encompasses 10 
instances of minority class, i.e., 1% of the total instances. If 
the model classifies all the instances as majority class, the 
model can score with excellent predicting accuracy. 
Therefore, the following performance evaluation parameters 
are used to appropriately capture, visualise, and measure the 
results of predictive models. 

• Confusion Matrix is an essential tool for visualising the 
prediction outcome. This is a matrix demonstrating the 
number of predicted outcomes for both classes compared 
to the actual number of both classes in the dataset.  

• Area Under the Receiver Operating Characteristics 
(AUROC) is a performance measurement technique 
frequently used for describing the performance of 
classification tasks. The chart demonstrates both Area 
Under Curve (AUC) and Receiver Operating 
Characteristics (ROC). For better understanding, it is 

important to define the terms used in the chart.  

• F1 Score determines the precision of the classifier by 
evaluating the proportion of instances predicted 
correctly against the proportion of significant instances 
those missed (Mishra, 2018). 

B. Dataset 

The dataset used for the analysis contains credit card 
transactions collected in September 2013 from European 
cardholders [26]. The dataset has a total of 284.807 
transactions, of which 492 are identified as fraudulent. 

Therefore, the dataset is highly skewed, with the fraud 
transactions proportion of 0.172% of all the transactions. The 
dataset is subjected to a split of 70:30, for preparing the 
training and testing datasets respectively. Additionally, a K-
Fold Cross-Validation is performed where appropriate, whilst 
testing the efficiencies of the machine learning models in 
order to achieve an unbiased comparison.  

C. Evaluation of Logistic Regression 

Fig. 3 and Fig. 4 illustrate the confusion matrix and the 
ROC curve comparison of Logistic Regression without 
resampling, with SMOTE resampling and with random under-
sampling respectively. 

1) Without Resampling 

Without the resampling method, the logistic regression 
model demonstrates a typical trend in binary classification 
tasks with an unbalanced dataset. On the one hand, the 
accuracy score is very high as most of the cases are classified 
correctly. On the other hand, the model’s ability to detect 
fraud transactions is arguable, as more than one-third of fraud 
transactions labelled as legitimate. The model’s performance 
metrics are observed at an accuracy of 99.89%, precision of 
73.46%, recall of 64.62% and F1 score of 68.84%. The AUC 
score 0.82 determines that there is an 82% chance that this 
model correctly distinguishes between the labels. With Cross 
Fold validation with 5 folds, the average accuracy score is 

observed at 99.57%, the average precision is 71.27%, average 
recall score 62.08% and average F1 score is 54.10%. 

2) SMOTE Resampling 

The SMOTE resampling method significantly increased 
the logistic regression model’s ability to detect fraudulent 
transactions, as only one-seventh of all fraudulent cases 
remained uncovered. However, besides the fraudulent 
transactions, model incorrectly labelled more than 1500 
legitimate transactions as a fraud. Thus, with an increased 
fraud detection ability, the number of incorrectly labelled 
legitimate transactions is increasing too. The model’s 
performance metrics are observed at an accuracy of 98.14%, 
precision of 7.55%, recall of 87.07% and F1 score of 13.90%. 
An AUC score of 0.92 demonstrates that there is a 92% chance 
that the model correctly distinguishes between the labels. 
Surprisingly, the model’s evaluation metrics have increased 
significantly after the Cross Fold validation. With Cross Fold 
validation with 5 fold, the average accuracy score is 97.17%, 
the average precision is 98.02%, average recall score is 
96.29% and average F1 score is 97.15%. 

3) Random Under-sampling Method 

(a) 

 

Fig. 4. Transactions Class Distribution 

 

 
                                                                      (a)                                                  (b)                                                 (c) 

Fig. 3. Confusion Matrix for RF Classifier (a) without resampling (b) SMOTE resampling (c) Random Under-sampling 
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The Logistic Regression model with Random Under-
sampling resampling method improved its ability to detect 
fraudulent transactions compared to both without resampling 
and with SMOTE resampling integration. Only 12 fraudulent 
transactions remanined undetected in the dataset, however, the 
number of incorrectly labelled legitimate transactions as fraud 
has at least doubled, compared to the case without resampling 
and the SMOTE resampling. The model’s performance 
metrics are observed at an accuracy of 96.43%, precision of 
4.22%, recall of 91.15% and F1 score of 8.07%. The AUC 
score 0.95 determines that there is a 95% chance that the 
model correctly distinguishes between the labels. This model 
also scores significantly higher with Cross Fold validation. 
With Cross Fold validation with 5 folds, the average accuracy 
score is 92.47%, the average precision is 94.93%, average 
recall score 89.84% and average F1 score is 92.23%.  

Performance evaluation has shown that the logistic 
regression model without resampling method achieves 
balanced scores for all the measured performance metrics. The 
Random Under-sampling method had the highest ability to 

detect fraud transactions despite a large number of legitimate 
transactions incorrectly labelled as fraud. 

D. Evaluation of Random Forest Classifier 

On a coarse grain, the RF classifier outperformed the 
Logistic Regression by demonstrating a higher fraud detection 
ability. Subsequently, the RF classifier performed efficiently, 
with a shorter computation time, even with the integration of 
the SMOTE resampling methodology. Fig. 5 and Fig. 6 show 
the confusion matrix and the ROC curve comparison of 
Logistic Regression without resampling, with SMOTE 
resampling and with random under-sampling respectively. 

1) Without Resampling 

The RF model showed a higher fraud detection  ability 
despite the imbalance in the dataset, without any resampling. 
Just a fourth of fraud transactions remained undetected and the 
model also characterised accuracy in terms of labelling 
legitimate transactions correctly. In general, the RF model is 
adequately balanced and accurate. The model’s performance 
metrics are observed at an accuracy of 99.95%, precision of 
94.16%, recall of 76.87% and F1 score of 84.64%. The AUC 

score of 0.88 demonstrates that there is a 91% chance that 
model correctly distinguishes between the labels. 

2) SMOTE Resampling Method 

The confusion matrix of RF classifier without resampling 
method and SMOTE resampling method are observed to be 
very similar. The RF classifier with the SMOTE resampling 
technique achieved a slightly better fraud detection ability 
then without any resampling, on the other hand, it 
characterises more False Positive cases. One-fifth of the 
fraudulent transactions remained uncovered. The model’s 
performance metrics are observed at an accuracy of 99.95%, 
precision of 89.70%, recall of 82.99% and F1 score of 86.21%. 
The AUC score of 0.91 determines that there is a 91% chance 
that model correctly distinguishes between the labels.  

3) Random Under-sampling Method 

The Random Forest model with the under-sampling 
methodology achieved a near perfect score in terms of 
detecting fraudulent transactions. All of the 147 fraud 
transactions are identified, despite more than 2000 incorrectly 

 
                                                                     (a)                                                   (b)                                                (c) 

Fig. 5. Confusion Matrix for RF Classifier (a) without resampling (b) SMOTE resampling (c) Random Under-sampling 

 

Fig. 6. ROC Curve for RF Classifier Models 

 

 
                                                                     (a)                                                   (b)                                                (c) 

Fig. 7. Confusion Matrix for KNN (a) without resampling (b) SMOTE resampling (c) Random Under-sampling 

 

Fig. 8. ROC Curve for KNN Models 
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labelled legitimate transactions, this can be regarded as a 
convincing result. In the real-world scenario in the banking 
industry, it is probably more important to detect the fraudulent 
activities and proactively block such transactions. In the case 
of an incorrectly blocked legitimate transaction, the 
transaction can be approved again upon further verification. 
The model’s performance metrics are observed at an accuracy 
of 97.43%, precision of 6.28%, recall of 100% and F1 score 
of 11.82%. The AUC score of 0.98 shows that there is a 98% 
chance for the model to correctly distinguish between labels. 
The ROC curve of Random Forest classifier with Random 
Under-sampling resampling method is demonstrated below.  

The Random Forest classifier with the random under-
sampling methodology comes as the first choice among the 
studied versions of the RF classifiers, as it discovered all the 
fraudulent transactions within the dataset. Nevertheless, both 
the other methods also achieved considerable results, with the 
RF without resampling method eventually outperformed the 
SMOTE methodology. To conclude, it is obvious that in the 
case of Random Forest classifiers, the under-sampling 
approach overcomes the issues of oversampling in binary 
classification task whilst dealing with an imbalanced dataset. 

E. Evaluation of the KNN Model 

Fig. 7 and Fig. 8 illustrate the confusion matrix and the 
ROC curve comparison of the KNN model without 
resampling, with SMOTE resampling and with random under-
sampling respectively. 

1) Without Resampling 

The KNN model without resampling has demonstrated the 
typical trend of classification algorithms when dealing with an 
unbalanced dataset, where the model labels most of the 
minority instances as majority class. Such a model usually 
characterises a very low ability to train as a fraud detector and 
it’s practically is highly arguable in the banking industry. The 
model’s performance metrics are observed at an accuracy of 
99.83%, precision of 85.71%, recall of 4.08% and F1 score of 
7.79%. The AUC score of 0.52 demonstrated that there is a 
52% chance that the model correctly distinguishes between 

the labels. The performance metrics in accuracy and precision 
can be misleading, as this model loses the ability of initial 
requirement of classification between the data variables. 

2) SMOTE Resampling Method 

The KNN model with SMOTE resampling demonstrated 
average results under all the measured aspects. It has detected 
more than half of the fraudulent transactions and there is no 
significant number of incorrectly labelled False Negative 
cases with regards to the overall number of transactions. 
However, there has already been presented with more efficient 
and competent models with enhanced detection ability and 
lower misclassification error. The model’s performance 
metrics are observed at an accuracy of 93.81%, precision of 
1.51%, recall of 54.42% and F1 score of 2.93%. The AUC 
score of 0.74 demonstrates that there is a 74% chance that 
model correctly distinguishes between the labels.  

3) Random Under-sampling Method 

The KNN model with Random Under-sampling improves 
its ability to detect the fraud transactions, as only one-fifth of 
the fraudulent instances remained uncovered. However, the 
number of incorrectly labelled legitimate transactions as fraud 
is very high, with more than 30 thousand instances with errors. 
Undoubtedly, this model would not be useful in practice, 
although a higher proportion of detected fraudulent 
transactions. The number of incorrectly detected and 
potentially blocked transactions would negatively impact the 
customer’s experience. The model’s performance metrics 

scored are observed at an accuracy of 64.52%, precision of 
0.37%, recall of 78.23% and F1 score of 0.75%. The AUC 
score of 0.71 demonstrates that there is a 71% chance that 
model correctly distinguishes between the labels.  

The K-Nearest Neighbour classification model has not 
scored well compared to the models studied so far. Random 
under-sampling and SMOTE resampling improved the 
performance of the model significantly, but these models are 
not suited for credit card detection, as the ability to efficiently 
detect the fraudulent transaction is low, with a higher 
misclassification error for legitimate transactions. 

F. Evaluation of Stochastic Gradient Descent 

Fig. 9 and Fig. 10 illustrate the confusion matrix and the 
ROC curve comparison of the SGD model without 
resampling, with SMOTE resampling and with random under-
sampling respectively. 

1) Without Resampling Method 

The SGD model without resampling method scored 
poorly, as the model labels most of the instances as legitimate 
transactions and all the fraudulent transactions were labelled 
incorrectly. Therefore, the model has very poor ability to 

 
                                                                     (a)                                                   (b)                                                (c) 

Fig. 9. Confusion Matrix for SGD (a) without resampling (b) SMOTE resampling (c) Random Under-sampling 

 

Fig. 10. ROC Curve for SGD Models 
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detect the credit card frauds, despite of measured higher 
statistical accuracy. The model’s performance metrics scored 
are observed at an accuracy of 99.81%, precision of 0%, recall 
of 0% and F1 score of 0%. The AUC score of 0.49 
demonstrates that there is a 49% chance that model correctly 
distinguishes between the labels. 

2) SMOTE Resampling Method 

The SGD model with SMOTE resampling has achieved 
significantly improved results. Most of the fraudulent 
instances are detected, with only one-sixth of the fraud 
transactions remaining undetected. The misclassification error 
for False Negative instances has increased too, but overall 
performance is acceptable in comparison with previously 
presented models. The model’s performance metrics are 
observed at an accuracy of 96.18%, precision of 3.80%, recall 
of 87.07% and F1 score of 7.28%. The AUC score of 0.91 
demonstrates that there is a 91% chance that model correctly 
distinguishes between the labels.  

3) Random Under-sampling Method 

The SGD model with random under-sampling resampling 
methodology has proved to be useless, as it demonstrates a 
very poor ability to distinguish between the classes. It labels 
all the instances as fraudulent transactions. The model’s 
performance metrics are observed at an accuracy of 0.17%, 
precision of 0.17%, recall of 100% and F1 score of 0.34%. 
The AUC score of 0.5 demonstrates that there is a 50% chance 
that the model correctly distinguishes between the labels. This 
model can hardly focus on a single performance indicator, and 
an overall consideration of measurement aspects is necessary 
for model evaluation.  

In contrast to previous evaluations, the random under-
sampling seems to degrade the performance of the SGD 
model. Surprisingly, the oversampling approach works well. 

G. Summary 

Table 1 illustrates the performance metrics of all the 
studied models. Performance evaluations shown that the best 
score is achieved the Random Forest classifier with the 
integration of Random Under-sampling resampling strategy, 
with outstanding AUC score of 0.98. In other words, the 
model has a probability of 98% to correctly classify between 
the labels corresponding for fraudulent and legitimate 
transactions. This model discovered all the fraudulent 
transactions resulting in a 100% recall score. Logistic 
Regression integrated with Random Under-sampling and 
SMOTE resampling achieved the second and third best AUC 
scores of 0.95 and 0.92 respectively, demonstrating that the 
Logistic Regression is a simple but powerful tool for binary 

classification tasks. It is worthwhile to note that the 
resampling strategies should depend on the chosen model’s 
characteristics and there is no optimal approach that can 
optimise the performance of all the models. 

V. RELATED WORKS 

Online credit card fraud detection with machine learning 
techniques is gaining its attention due to the loss of revenue 
caused by credit card fraud. The most common data-driven 
strategies in the state-of-art to detect credit card fraud use a 
combination of machine learning algorithms such as Random 
Forest classifier, Support Vector Machine (SVM) and 
clustering methods including K-Nearest Neighbour. 
Furthermore, deep learning techniques are also increasingly 
implemented either individually or in cooperation with other 
methods. For instance, a series of nonlinear processing units 
are integrated into layers for variable extraction and 
transformation [27]. The KNN algorithm is deemed to be 
powerful and accurate when implemented for a range of 
classification problems [14][17][27]. [29] demonstrated the 
performance consistency of the KNN algorithm whilst 
delivering a higher classification accuracy.  

The RF classifier is also regarded as a valuable and 
suitable technique especially for binary unbalanced dataset 
[30]. The RF classifier was shown to perform better under 
skewed distributions [31]. Surprisingly, the logistic regression 
technique is often underrated, owing to its average 
performance in the terms of its accuracy and precision, and 
often significantly outperformed by the other algorithms 
[32][11]. A classification algorithm usually focuses more on 
the majority class as the intention of the model is to minimise 

the overall classification error [33].  

Resampling techniques including both the oversampling 
and under-sampling have been used in imbalanced datasets to 
overcome such issues around the classification. [23] 
postulated SMOTE as an efficient strategy to resampling 
imbalanced datasets, and demonstrated that SMOTE can 
outperform the random oversampling (ROS). While the 
SMOTE model is acknowledged for its ability to randomly 
replicate the minority class to balance the dataset, it is also 
addressed to result in overfitting the classifier [34]. The under-
sampling strategy has proven to perform better than 
oversampling, as the former is claimed to work better on 
unbalanced datasets [20]. The random under-sampling 
method (RUS) is one of the most popular method that work 
by preserving the minority class and randomly selecting the 
instances from majority class for building a training set. But, 
the randomness in the RUS model has been a common issue, 

TABLE I.  PERFORMANCE COMPARISON OF THE MODELS 

Model Accuracy Precision Recall F1 Score AUC 

LogReg without resampling 99.89% 73.46% 64.62% 68.84% 0.82 

LogReg SMOTE resampling 98.14% 7.55% 87.07% 13.90% 0.92 

LogReg Under-sampling 96.43% 4.22% 91.15% 0.08% 0.95 

RFC without resampling 99.95% 94.16% 76.87% 84.64% 0.88 

RFC SMOTE resampling 99.95% 89.70% 82.99% 86.21% 0.91 

RFC Under-sampling 97.43% 0.06% 100.00% 11.82% 0.98 

KNN without resampling 99.83% 85.71% 4.08% 7.79% 0.52 

KNN SMOTE resampling 93.81% 1.51% 54.42% 2.93% 0.74 

KNN Under-sampling 64.52% 0.37% 78.23% 0.75% 0.71 

SGD without resampling 99.81% 0% 0% 0% 0.49 

SGD with SMOTE resampling 96.18% 3.80% 87.07% 7.28% 0.91 

SGD with Under-sampling 0.17% 0.17% 100% 0.34% 0.5 
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and to overcome this problem, [20] introduced the Gaussian 
Mixture Under-sampling (GMUS) model by implementing 
the Gaussian Mixture Model (GMM), which select the 
instances near the cross-edge area of data distribution to 
ensure that useful data points remain and are sampled. GMM 
approach enable the measure of uncertainty or probability 
belonging to a specific class using a soft classification as an 
alternative method to hard classification methods, such as K-
means where each data point is associated with one and only 
class [21]. This method has proven to be efficient in solving 
the over-fitting issue and increased the recognition rate of 
minority samples [20]. 

Despite the existing efforts of detection methods using 
machine learning algorithms, an efficient model with the 
ability to balance the unbalanced datasets is still a lacking. In 
the same way, many of the researched sources use the dataset 
which is not available to the public [15], [35]-[36]. Thus this 
paper emphasises the need for more open research in the 
context of online fraud detection, particularly when with 
unbalanced dataset that characterises ambiguity. 

VI. CONCLUSION 

This paper empirically evaluated four different machine 
learning techniques solely and in integration with notable 
resampling techniques to evaluate their efficiencies whilst 
classifying online credit card fraud transactions with 
unbalanced dataset. The dataset is composed of a total 284.807 
transactions, where fraudulent transactions accounted only for 
0.172% or 492 transactions, providing highly unbalanced 
class distribution. While all the studied machine learning 
algorithms exhibited their analytics efficiency to different 
extent, this paper identified the most optimal result is achieved 
with the Random Forest classifier model when applied in 
integration with the Random Under-sampling Resampling 
methodology, as this model achieved a 100% recall accuracy 
and an AUC score of 0.98. A Logistic Regression model along 
with the Random Under-sampling and SMOTE Resampling 
methods respectively also exhibited considerable 
performances after the RF classifier model. As a future work, 
we plan to build a novel machine learning model with suitable 
resampling techniques for a generalised implementation in 
credit card fraud transaction analytics with diverse range of 
heterogeneous datasets. 
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