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Abstract
Software Defined Networking has been pivotal in enabling on-demand resource utilization and is poised to have an incredible
impact on the next phase of the Internet of Things. Its ability to furnish a versatile and expandable network framework is
instrumental in accommodating the overwhelming surge of IoT devices and applications. The combination of static mapping
and the dynamic flow of traffic over time and space creates an uneven distribution of loads across SDN controllers. Dynamic
migration is a solution aimed at rectifying this imbalance by redistributing the load between SDN controllers. Communication
for control between switches and controllers becomes burdensome when the matching rules are absent from the table. Our
prior research has addressed this issue by employing burst aggregation focused on consolidating similar destinations to
reduce the control overhead. In this study, our focus is on ensuring fairness during migration and selecting the appropriate
switch.Wemodel a fair switch selection (FSS) algorithm tailored for large-scale software-defined networks. Unlike traditional
methods using packets as a basis, FSS utilizes bursts as its input. This model prioritizes bursts considering both their distance
and destination, ensuring that switches select bursts with the highest priority to maintain quality of service. Our research
delves into evaluating the performance of the proposed algorithm in comparison to four baseline algorithms: round robin,
exhaustive search,multi-protocolTCP (MPTCP), and randomsearch. Through extensive simulations,we analyze experimental
results based on cost, performance, packet loss, average throughput, and execution time. Experimental results demonstrated
a reduction in packet loss by 30% with an average 25% throughput improvement.
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1 Introduction

As traditional networks face challenges that hinder their
flexibility, efficiency, and scalability, the Software Defined
Networking (SDN) paradigm is rapidly emerging as an
alternative solution for the Internet of Things (IoT). Man-
aging the exponential growth of connected devices, data
volumes, and network traffic poses significant challenges for
traditional networks. Scaling such networks often involves
laborious manual configuration and provisioning processes,
which are time-consuming and prone to errors. To overcome
these challenges and others, SDN has emerged as a dom-
inant force in network architecture, significantly reducing
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reliance on traditional hardware-based approaches. In addi-
tion, SDN provides enhanced visibility into network traffic
by offering centralizedmonitoring and analytics capabilities.
This centralized control is particularly valuable in IoT envi-
ronments, where efficient provisioning, configuration, and
monitoring of numerous devices are crucial. SDN, which
is responsible for managing large networks that incorpo-
rate cloud resources and data centers [1], encounters the
challenge of overloaded controllers requiring load shift-
ing or balancing. When controllers become overloaded, it
can lead to performance degradation, heightened latency,
and potential disruptions. Various factors can contribute to
overloaded controllers, including increased network traffic,
inefficient algorithms, suboptimal resource utilization, and
security attacks.

Over the past few years, researchers have extensively
investigated load balancing in SDN, as well as migration
techniques between controllers, driven by the aim of reduc-
ing control overhead. The potential solutions to address
these challenges include scaling the controller infrastruc-
ture, employing efficient and optimized algorithms, enhanc-
ing resource allocation mechanisms, implementing traffic
offloading strategies, and leveraging monitoring and ana-
lytics capabilities. The recent emergence of SDN and its
significance in the context of IoT [2] has garnered significant
attention from researchers and various industries, leading to
widespread adoption of this innovative architecture. SDN in
the realm of Next Generation IoT (NG-IoT) [3] has expe-
rienced a significant shift at a macro level, leading to a
growing recognition of the benefits associated with adopting
this novel network management approach. Numerous SDN
frameworks have been proposed for various domains such as
next-generation smart cities [4], cloud computing [5], edge
computing [6], and 6G [7], among others. These frameworks
have specifically focused on load balancing and migration
challenges in the context of SDN-IoT. The quest for load
balancing in networks introduces network delays and service
disruptions. Conversely, a significant amount of controller
capacity remains unused, resulting in idle resources. Even
when controllers are not operating at full capacity, they still
consume the same amount of energy and power as controllers
running at full load. Network engineers strive to maximize
the utilization of available resources, but there remains a con-
siderable gap that needs to be addressed and filled. Achieving
load balancing in a distributed multi-controller deployment
presents a new challenge in the face of dynamic traffic. Load
balancing [8] has become a crucial benchmark for SDN to
maintain its competitive edge in the IT market. Unbalanced
load distribution adversely affects the controller through-
put, leading to increased response time. Switch migration
[9–11] emerges as a promising solution for resource balanc-
ing. However, existing approaches often overlook migration
costs and unwanted control overhead. These concerns can be

addressed by implementing improvedmigration and schedul-
ing schemes, which have the potential to mitigate these
parameters effectively.

In the realm of SDN, managing communication encoun-
ters certain difficulties. Unlike conventional networks where
individual devices autonomously make choices, SDN adopts
a centralized intelligence that hinges on interactions between
the control and data planes. The issue emerges when deal-
ing with NG-IoT, as the vast number of devices push the
boundaries of SDN controllers. The communication con-
trol link connecting controllers and corresponding switches
is witnessing a surge in activity, often resulting in absent
entries within the table. This work delves into the process of
selecting switches for migration to an SDN controller, with
the primary goal of enhancing load balancing while mini-
mizing migrations and ensuring fairness in switch selection
for migration. Through a comprehensive analysis of various
switch selection methods and a thorough review of state-
of-the-art literature, numerous critical insights have been
unveiled. Several misconceptions concerning traffic predic-
tion and scalability issues within large-scale networks have
been identified. Additionally, the omission of Quality of Ser-
vice (QoS) considerations during load balancing, insufficient
comparisons with existing research methods, and limited
scalability evaluations have been noted. In response, the
proposed FSS algorithm is contributing to switch selection
migration with a focus on fairness, link utilization, and QoS
factors. TheFSS algorithmnot only reducesmigrating switch
numbers but also employs criteria such as destination and
distance for switch selection.

Furthermore, the paper addresses the concern of control
overhead reduction by introducing the concept of feeding
bursts to OpenFlow switches. The FSS algorithm under-
goes rigorous evaluation and comparison with four baseline
algorithms, distinguishing itself from common practices
that often involve comparing just two algorithms. Notably,
FSS exhibits significantly lower computation times than its
counterparts, effectively tackling the challenge of control
overhead in SDN. The integration of bursts aids FSS in over-
coming this control overhead challenge within the context
of next-generation IoT. This scheme not only enriches our
understanding of switch selection methods but also uncov-
ers overlooked aspects of the field. These findings hold
considerable relevance for large-scale SDN NG-IoT appli-
cations, serving as a solid foundation for further research
and advancement.

While numerous researchers are dedicated to addressing
this significant concern, none have ventured into the concept
of consolidating packets into bursts based on their common
destination, aiming to curtail control overhead. This innova-
tive aggregation model strives to diminish control overhead
by dynamically grouping packets destined for the same end-
point. The process involves implementing a burst aggregation
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algorithm at the edge router, closely monitoring its queue.
By tracking packets and their intended destinations, we sys-
tematically assemble them into bursts. Notably, this burst
assembly procedure [12] employs specific thresholds, com-
mencing at the assembly of 5 packets within the queue and
progressively escalating up to 50 packets. Additionally, the
data transmitted to the switches in this context will be in
the form of bursts. Choosing the right switches in SDN for
NG-IoT deployments for efficient and reliable communica-
tion is pivotal. This selection directly impacts the network
performance metrics to ensure the required bandwidth and
QoS for the IoT devices generating different types of data.
An approach to address the fairness in the network, fairness
amongst the selection of switches is applied in this paper.

For better network utilization, scheduling algorithms are
proposed to cater to the bursty nature of SDN NG-IoT. Iden-
tifying migration switches helped in gathering the necessary
information required, in case, there can be more than one
switch in a domain to be migrated to immigration controller.

Hence, a new procedure is introduced and algorithm to
help with the accurate and fair switch selection. To sus-
tain the dynamic selection of switches while enhancing load
balancing and migration capabilities, it becomes imperative
to impose restrictions on migration to avoid unnecessary
consumption of controller resources. The scheme presented
hinges on three factors to determine switch selection during
instances of contention: the total number of nodes, the nodes
yet to be traversed, and the nodes successfully reached. The
total nodes contribute to fairness considerations, the remain-
ing nodes elevate burst priority as the destination nears, and
the successful nodes impact link utilization. This paper intro-
duces an innovative approach to switch selection for seamless
migration, ensuring bothQoS preservation and equitable net-
work performance. Notably, the switches are supplied with
bursts of data instead of individual packets.

The structure of the paper is Sect. 2 provides a compre-
hensive review of the existing scheduling algorithms in SDN
and highlights their constraints. Section 3 delves into the pro-
posed design and its corresponding methodology. Section 4
places emphasis on the implementation details. Lastly, Sect.
5 offers a conclusion to encapsulate the findings and insights.

2 Related works

SDN control plane assumes the responsibility of oversee-
ing network components such as routers and switches. The
control planemanages various tasks on these devices, encom-
passing network configuration, routing determinations, and
the enforcement of network policies. Particularly in expan-
sive networks like NG-IoT equipped with multiple controller
installations, maintaining equilibrium within the control
plane is of paramount importance. This equilibrium in the

control plane is essential to ensure the continual availability
of SDN controllers. Furthermore, by optimizing the distribu-
tion of control plane load, scalability is achieved, enabling
the network to seamlessly accommodate the continuous addi-
tion and removal of dynamic devices. The meticulous design
of the SDN control plane becomes imperative to effectively
distribute the load among controllers. This approach not only
averts bottlenecks that could impede network traffic but also
guarantees a harmonized network operation.

In [13], researchers have put forth a strategy for achiev-
ing load equilibrium within SDN networks via a predictive
switch migration scheduling technique. This novel approach
anticipates forthcoming network traffic loads by leveraging
machine learning algorithms, and subsequently orchestrates
the distribution of switch migrations among controllers to
uphold load balance. The prediction process considers fac-
tors such as network topology, switch capacity, and controller
workloads. The predictive model, utilizing the ARIMA
method, is benchmarked against alternative load balancing
methodologies, demonstrating superior load equilibrium and
a reduction in network congestion.

A novel on-demand scheduling algorithm [14] is pro-
posed for intelligent routing load management within an
SDN framework. The primary objective is to enhance the
efficiency of network resource usage and alleviate net-
work congestion through the dynamic adjustment of routing
paths. This is accomplished by deploying a predictive model
that assesses network load and strategically selects optimal
routing paths for individual data flows, aligning with load
balancing principles. The outcomes of this approach yield an
enhanced user experience and heightened network efficiency.
The industry 4.0 landscape heavily relies on the industrial
internet, where network control necessitates utmost relia-
bility and minimal latency. The interconnectedness of IoT
devices through the industrial internet facilitates the super-
vision and control of industrial systems. In this context,
ensuring exceptionally low end-to-end waiting times for data
transmission stands as a significant challenge. The coexis-
tence of multiple data streams further complicates matters.
Notably, while business flows regulate a relatively small por-
tion of data volume, other flows such as interactive and
sensing business flows contribute substantial data to the
network. These latter flows are processed by conventional
switches, which employ a store-and-forwardmechanism that
leads to higher bandwidth consumption, buffer overflow, and
subsequent inefficiencies.

In [15], the authors have sidestepped conventional
switches by leveraging the capabilities of an SDN frame-
work to tackle the challenges associated with diverse service
flows. To accommodate the dynamic network topology, their
scheduling policy capitalizes on the northbound API of
the SDN controller. Edge and intermediate switches are
strategically employed to transmit data at specific intervals,
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mitigating the need for queuing. The selection of the optimal
path with minimal latency is facilitated through an enhanced
Lagrangian relaxation algorithm. The SDNcontroller defines
path rules in the flow table, and the effectiveness of this
approach is confirmed through mathematical analysis and
simulations.

To address latency concerns in cloud computing, an alter-
native solution is presented in the form of fog computing
for IoT users. Capitalizing on the SDN architecture’s adept-
ness in managing network flows, the robust switches within
it can concurrently serve as fog devices or gateways. How-
ever, these fog devices are susceptible to attacks, with TCP
SYN flood attacks being prevalent. These attacks involve
malicious nodes generating half-open TCP connections on
fog nodes and gateways to disrupt their functioning. In
[16], the authors propose employing SDN to counter TCP
SYN flood attacks in IoT-fog networks. They introduce a
security-aware task scheduler named FUPE, which utilizes
a fuzzy-based multi-objective particle swarm optimization
approach to aggregate optimal computing resources. The out-
comes of their study showcase FUPE’s efficacy, leading to
an 11% and 17% enhancement in average response time,
respectively.

Emerging applications with extensive bandwidth require-
ments and substantial data traffic have sparked the quest
for innovative traffic scheduling solutions. [17] delves into
the domain of scheduling algorithms within the context of
SDN, commencing with a comprehensive introduction to
the SDN architecture. Subsequently, a multi-path algorithm
designed for SDN load balancing is introduced, and its effec-
tiveness is assessed through simulations conducted on the
Mininet platform. A comparative analysis with traditional
equal-cost multi-path routing is performed. The paper under-
scores the merits inherent to the proposed algorithm, which
encompasses enhanced network performance, congestion
mitigation, and optimized resource utilization. Furthermore,
it elucidates the intricacies of algorithm deployment within
an SDN environment and expounds on its performance
assessment, carried out via simulations replicating real-world
scenarios.

In [18], the authors delve into the intricacies surround-
ing the dynamic mapping and scheduling of service function
chains (SFCs) within the context of SDN and network
function virtualization (NFV) networks. SDN introduces a
division between control and data planes, yielding greater
control, while NFV involves the utilization of general-
purpose servers to execute network functions. The concept of
SFC revolves around the integration of these virtualized net-
work functions to craft specific network services. The study
delves into the collaborative exploration of dynamic virtual
network function (VNF) mapping and scheduling, aiming
to elevate the performance of service provisioning. The pri-
mary objective is to achieve load balancing while upholding

QoS standards. To address this, the authors formulate the
problem of VNF mapping and scheduling as a mixed integer
linear programming (MILP) approach.

The inclusion of containerized services within mobile
edge clouds presents an avenue for large-scale, real-time
applications to achieve swift response times and minimal
latency. Simultaneously, the introduction of live container
migration seeks to facilitate dynamic resource management
and accommodate user mobility. However, as network topol-
ogy expands and migration requests surge, the existing cloud
data center algorithms geared towards planning and schedul-
ing multiple migrations prove insufficient for the vast scope
of scenarios inherent to edge computing on a large scale.
As a result, [19] utilizes an SDN controller to conceptualize
resource conflicts during livemigrations through the creation
of a dynamic resource dependency graph. They put forth an
iterative algorithm grounded in Maximal Independent Set
(MIS) principles, designed for the efficient planning and
scheduling of numerous migrations. This algorithm makes
use of actual mobility traces from taxi and telecom base sta-
tion coordinates. The outcomes demonstrate the algorithm’s
proficiency in orchestrating multiple live container migra-
tions within expansive edge computing environments. Given
the current proliferation of data centers and their continuous
deployment, conventional techniques for traffic scheduling
give rise to issues such as congestion and load imbalances.

In the study presented in [20], a novel approach is intro-
duced that combines two dynamic scheduling algorithms:
the Genetic Algorithm and Ant Colony algorithms. These
algorithms are strategically implemented within the frame-
work of SDN architecture to attain a comprehensive global
perspective. The primary emphasis of this algorithm is
directed towards addressing "elephant flows"—substantial
data streams. This is accomplished by precisely calculating
the optimal path and subsequently implementing reschedul-
ing techniques. When compared against only two baseline
algorithms, the proposed approach asserts its capability to
effectively diminish the maximum link utilization while
simultaneously augmenting overall bandwidth.

The challenges linked to SDNcontrol layer traffic, encom-
passing issues such as single-path limitations, QoS concerns,
congestion, and delays, are thoughtfully tackled in [21]. This
work introduces a QoS-oriented global multi-path traffic
scheduling algorithm as a proposed solution. Through the
application of deep reinforcement learning on traction links,
an algorithm for calculating link weights is presented. Fol-
lowing this, a traffic scheduling algorithm that leverages these
link weights is put forth, and subsequently, it is integrated
with the preceding section. In today’s context, the smart
industry is witnessing an upsurge in demands for effective
information processing and management. However, sensors
within this landscape encounter challenges related to con-
gestion and scheduling. SDN emerges as a viable solution
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for industrial wireless networks and seamlessly integrates
with the realm of industrial IoT. To address the imperative
of enhanced scheduling and resource utilization, [22] intro-
duces the concept of Dynamic Resource Management and
Scheduling (DRMS). In this context, the algorithm "Earliest
Deadline First" (EDF) is implemented to effectively manage
congestion and optimize packet handling. The EDF approach
facilitates a prioritized scheduling mechanism for sensors.
The authors assert that this approach significantly reduces
network delay times and enhances energy efficiency.

The study under consideration presents certain con-
straints. While traffic prediction is assumed to be precise,
the unpredictability of traffic patterns poses a challenge.
The potential scalability of the approach within extensive
SDN networks is not thoroughly explored. Additionally, the
way the proposed methods address QoS issues concerning
SDN load balancing lacks in-depth elaboration. Furthermore,
the showcased works offer limited comparative assessment
against established algorithms or contemporary techniques.
This limitation arises because the focus is on evaluating our
algorithm’s performance in comparison with four baseline
state-of-the-art algorithms.

Table 1 offers an inclusive comparison of state-of-the-art
methods in the domain of SDN switchmigration, scheduling,
and load balancing, stressing their key focus areas, proposed
solutions, comparison metrics, strengths, and limitations,
with a specific stress on the unique contributions of the pro-
posed Fair Switch Selection (FSS) algorithm.

3 System design and implementation

3.1 Flow table management andmitigation
strategies

Within the empire of SDN, a prevalent challenge arises from
the absence of entries in the flow table, a pivotal component
overseen by the SDN controller. This flow table is instrumen-
tal in determining the routing of incoming packets. Another
complication surfaces when considering bursts traversing
longer distances, as the dearth of entries in the flow table
can give rise to a heightened likelihood of burst loss. This
phenomenon detrimentally impacts both network throughput
and the judicious utilization of network resources. Con-
sequently, network administrators must adopt strategies to
mitigate this issue, such as pre-populating the flow table with
common routes or enhancing the controller’s responsiveness
to newflow requests.Additionally, leveragingmachine learn-
ing algorithms to predict and proactively install necessary
flow entries can further alleviate these challenges. Ensuring
seamless communication between the SDN controller and
switches is also crucial, as it can reduce the latency in flow

setup. Thus, addressing these challenges is vital for main-
taining the efficiency and reliability of SDN networks.

3.2 Fair switch selectionmethodology

To mitigate these issues, a solution is presented under the
moniker of "Fair Switch Selection" (FSS). This scheme is
designed to facilitate the apt selection of a switch within
the SDN framework for migration purposes. The underlying
objective is to instill equity within the network, ensuring a
balanced allocation of resources and the equitable treatment
of network flows. This is achieved by discerning the appro-
priate switch based on specific metrics and subsequently
initiating the migration process. The FSS methodology is
grounded in three pivotal factors that govern switch selection.
Firstly, the load on each switch is meticulously evaluated to
ensure that no single switch becomes a bottleneck, thereby
promoting a more uniform distribution of network traffic.
Secondly, the latency between switches and the SDN con-
troller is considered to minimize delay in packet forwarding
and enhance overall network performance. Lastly, the histori-
cal performance data of switches is analysed to predict future
behavior and reliability, ensuring that the selected switch can
handle the anticipated traffic load efficiently. By integrating
these factors, the FSS scheme aims to optimize switch uti-
lization, reduce the likelihood of burst loss, and improve the
overall robustness of the SDN infrastructure.

3.3 Controller load calculation

The performance and fairness of switch migration in SDN
depend significantly on the accurate estimation of controller
load. In the FSS algorithm, we define the controller load LC

as a weighted function of three key parameters: link utilisa-
tion between the switch and controller, controller processing
latency, and buffer occupancy. These parameters collectively
reflect a controller’s instant working status and stress level.

The controllers’ load is determined by the formula (1):

LC � α ·Ulink + β · Dproc + γ · Bocc (1)

where
Ulink : Current link utilisation between a candidate switch

and the controller (normalised between 0 and 1),
Dproc: Measured processing latency or response time of

the controller in handling requests,
Bocc: Real-time buffer occupancy level at the controller,
α, β, γ: Weighting coefficients that determine the rela-

tive impact of each factor (default values: 0.4, 0.4, and 0.2
respectively).

These metrics are collected in real-time from periodic
feedback from the controllers and switches. The metrics
are normalised for comparison and updated dynamically to
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Table 1 Key contributions of state-of-the-art research with FSS

Paper Focus Solution
proposed

Comparison metrics Strengths Weakness

Filali et al. [13] Predictive switch
migration

ARIMA-based
predictive
scheduling for
load balancing

Load balance and
network congestion

Reduce congestion
and effective load
prediction

Unpredictability and
scalability of traffic

Ma et al. [14] On-demand
scheduling for
SDN

Intelligent routing
load adjustment

Efficiency, congestion
and resource usage

Enhanced resource
usage and adaptive
routing

Limited scalability
evaluation

Song et al. [15] Industrial internet
hybrid flows

Lagrangian
relaxation
algorithm for
flow scheduling

throughput and
latency

Effective service
flows and optimized
latency

Restricted to certain
industrial IoT use
cases

Javanmardi et al. [16] Security-aware
task scheduling

FUPE:
Fuzzy-based
task scheduling
for IoT-fog

Response time,
security, and
resource usage

Enhanced security
and reduced
response times

High computation
overhead

Lu [17] Multi-path traffic
scheduling

Multi-path
algorithm for
load balancing

Congestion and
resource utilization

Reduced congestion
and optimize the
resources

Lacks real-world
validation

Li et al. [18] Service function
chains (SFC)

MILP for VNF
mapping and
scheduling

Load balance and
Quality of Service
(QoS)

Better service
provisioning

Computationally
exhaustive

He et al. [19] Large-scale
container
migration

Maximal
Independent Set
for scheduling

Migration cost,
response time

Efficient large-scale
migration planning

Restricted to edge
computing
situations

Li et al. [20] Elephant flow
scheduling

Genetic and Ant
Colony
algorithms for
scheduling

Bandwidth and link
utilization

Lower link
utilization,
optimized
bandwidth

Attentions only on
high-volume flows

Proposed FSS (This
Work)

Fair switch
selection, QoS

Burst
aggregation,
fairness in
switch
migration

Throughput, packet
loss, execution time,
cost

Lower overhead, QoS
preservation,
scalability

Further QoS
prioritization
needed

follow the changing network state. This multi-dimensional
approach ensures that switch migration is not determined by
controller request rates alone, but also by underlying infras-
tructure bottlenecks and stress.

During the selection, FSS chooses the controller with the
lowest LC value that meets resource availability constraints.
By incorporating this model, the FSS algorithm enhances
decision accuracy, avoids overloading of single controllers,
and ensures long-term performance and fairness in large-
scale SDN IoT networks.

3.4 Computational complexity analysis

To determine the feasibility and scalability of the new pro-
posed FSS algorithm, we now show the analysis of its
computational complexity.

Let:
S be the total number of switches in the network,

C be the number of available SDN controllers.
In the FSS algorithm, for each target switch, the algo-

rithm examines all reachable controllers to determine which
migration target is optimum in consideration of the com-
puted controller load LC . Therefore, in the worst case, the
total number of comparisons is:

O(S ∗ C) (2)

This implies that the algorithm has linear complexity with
the number of controllers and switches. Because the num-
ber of controllers employed in a typical SDN deployment
is relatively small (ordinarily on the order of 3–10), linear
complexitywith the number of switches ensures that the algo-
rithm is highly efficient in practice.

Moreover, the individual components of controller load-
—link utilization (Ulink), processing delay (Dproc), and
buffer occupancy (Bocc)—are available from controller
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telemetry datawithminimal overhead in real time. The calcu-
lation of burst priority, which is lightweight arithmetic based
on hops traveled and hops remaining, has minimal computa-
tional expense.

As compared to exhaustive search algorithms with expo-
nential or factorial time complexity, FSS offers a more scal-
able solution without compromising performance as shown
by the evaluation results. This makes FSS an applicable and
scalable solution for large-scale SDN IoT applications.

3.5 Definition of migration cost

Migration cost is a vital building block in the switch migra-
tion decision-making process within SDNs. An erroneous
migration decision may result in performance reduction,
increased packet loss, or wasted controller resources. To pro-
vide an effective measure of the cost of migrating a switch
Si to a controller C j , the migration cost Mi , j is defined in
(3) as an aggregate that has three vital building blocks:

Mi , j � λ · Ploss + μ · Drecon f ig + ν · Boverhead (3)

where
Ploss : Estimated packet loss during migration,
Drecon f ig: Reconfiguration delay in re-establishing the

control channel and updating flow tables,
Boverhead : Bandwidth overhead required to transfer state

information and update the control path,
λ, μ, ν: Tunable weighting parameters representing the

relative importance of each component (default values: 0.5,
0.3, and 0.2 respectively).

Packet Loss (Ploss): This is a measure of the packets that
might have been discarded during the switchover period. It
is a function of the time to tear down and reestablish control
sessions and is of primary concern in real-time or mission-
critical applications.

Reconfiguration Delay (Drecon f ig): This accounts for the
delay introduced while installing flow entries and synchro-
nization between the switch and the new controller. It is
typically a function of network latency and controller respon-
siveness.

Bandwidth Overhead (Boverhead ): This quantifies the
additional traffic introduced by the migration process itself,
including state transfers, control messages, and protocol-
level handshakes.

These parameters are normalized to equal units and for
comparison. The total migration cost Mi , j is then utilized by
the FSS algorithm to select the switch-controller pair that not
only improves fairness and load balancing but alsominimizes
performance loss during migration.

Incorporating this cost function improves the robustness
of FSS decision-making and ensures that switch migrations
are efficient and effective under dynamic traffic conditions.

Fig. 1 FSS selection rules for bursts Gm and Gn

3.6 Prioritization and scheduling of network bursts

Consequently, this approach not only addresses the immedi-
ate challenges but also contributes to the long-term sustain-
ability and scalability of the network.

Hi � Total hops.
σi � successful hops.
τi � remaining hops.
Hi corresponds to the notion of fairness within the net-

work, ensuring that resources are allocated in an equitable
manner across different network flows. This parameter is
crucial for maintaining a balanced distribution of traffic,
preventing any single flow from monopolizing network
resources. τi augments the burst’s priority as it approaches its
destination, effectively increasing the likelihood that pack-
ets will reach their endpoint without unnecessary delays or
loss. This prioritization becomes increasingly important in
scenarios where timely delivery is critical, such as real-time
communications or data streaming services. Lastly, σi is
linked to the utilization of network links, providing an indi-
cation of how heavily a particular link is being used. By
monitoring this metric, the system can make informed deci-
sions to avoid overloading any single link, thereby optimizing
overall network performance.

The selection process for switches is exemplified in Fig. 1.
In this illustration, two bursts, Gm and Gn, reach the switch,
with burst m holding a higher priority than burst n. The figure
demonstrates how the system evaluates each burst based on
the parameters. The matrix in the figure is divided into dis-
tinct segments, each representing the total number of hops a
burst undertakes from source to destination. This segmenta-
tion helps in visualizing the path each burst will take through
the network, highlighting potential points of congestion or
delay.

For instance, when bursts Gm andGn arrive at a switch, the
system must decide which burst to prioritize for forwarding.
Given that burst Gm has a higher priority (indicated by τi ), it
is more likely to be forwarded first, ensuring that it reaches
its destination promptly. Burst Gn, having a lower priority,
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might be delayed slightly, but the system ensures that this
delay does not significantly impact overall network fairness
(Hi ). The matrix segments also allow for a detailed analysis
of how each burst’s path impacts network utilization (σi ),
guiding the selection of switches that can handle the traffic
without becoming bottlenecks.

This comprehensive approach ensures that the network
operates efficiently, balancing the competing demands of
fairness, priority, and utilization. By carefully considering
Hi , τi , and σi , the FSS scheme can dynamically adjust to
changing network conditions, providing a robust solution to
the challenges of burst management in SDN environments.
Consequently, the FSS methodology not only enhances
immediate network performance but also contributes to the
long-term stability and scalability of the network infras-
tructure, ensuring that it can adapt to future demands and
technological advancements.

The network is partitioned based on the values of σi (the
number of successful nodes) and τi (the number of remaining
nodes). These regions, designated as A, B, C, D, and E, cover
all conceivable scenarios that might arise. Each region is
carefully analyzed to determine themost effective scheduling
strategy for network bursts, ensuring optimal performance
and resource utilization.

Region A: Successful Nodes vs. Remaining Nodes.
RegionA is characterized by a comparison between bursts

n and m regarding the number of successful nodes traversed.
If burst n has traversed a greater number of successful nodes
than burst m, it adheres to rule 1 for scheduling. Rule 1 pri-
oritizes bursts with a higher count of successfully traversed
hops, as they have utilized more extensive resources. This
prioritization ensures that resources already invested in these
bursts are notwasted.Conversely, if burstmhasmore remain-
ing nodes to traverse compared to burst n, it indicates that
burst n is closer to its destination. In such cases, burst n will
be scheduled based on rule 2, which grants priority to bursts
in closer proximity to their destination servers.

Region B: Equal Successful Nodes.
In region B, the scenarios involve bursts m and n having

an equal number of successful nodes. When this occurs, the
priority decision is influenced by additional factors. Burst m
may supersede burst n due to a higher priority level, even
though both bursts have traversed an equal number of suc-
cessful nodes. The decision is made based on predefined
priority levels assigned to the bursts, ensuring that higher-
priority traffic receives the necessary attention and resources.

Region C: Complex Scenarios.
Region C encompasses more complex scenarios that

might involve a combination of successful nodes and remain-
ing nodes in different proportions. These scenarios require
a nuanced approach to scheduling, considering both the
progress made by the bursts and their remaining journey. The

decision-making process in this region is guided by a com-
bination of rules 1 and 2, along with additional criteria that
might be relevant to specific network conditions or policies.

Region D: Equal Remaining Nodes.
In region D, the focus shifts to bursts m and n having

an equal number of remaining nodes. When the remaining
nodes are the same, the scheduling decision is influenced by
other factors such as QoS. Burst m might win the schedul-
ing decision due to superior QoS parameters, ensuring that
the network maintains a high level of service quality for crit-
ical applications and traffic types. The QoS considerations
include factors like latency, bandwidth requirements, and pri-
ority levels, ensuring that the most important traffic is given
precedence.

Region E: Successful Nodes and Remaining Nodes.
Region E represents scenarios where burstm has traversed

more successful nodes than burst n, leading to burst m’s
scheduling according to rule 1. This rule emphasizes the
importance of continuing to support bursts that have already
consumed significant network resources. On the other hand,
if burst m has fewer remaining nodes than burst n, it follows
rule 2 for scheduling. This rule ensures that bursts closer to
their destinations are prioritized, facilitating faster delivery
and reducing overall network congestion.

Decision-Making Table.
To assist the algorithm in making informed scheduling

decisions, a comprehensive table is derived from all fea-
sible combinations and scenarios. This table serves as a
reference for the algorithm, providing a clear framework for
decision-making based on the values of σi and τi . By system-
atically analyzing each scenario, the algorithm can determine
the most appropriate scheduling strategy, ensuring efficient
resource utilization and optimal network performance.

The two primary rules guiding the scheduling decisions
are as follows:

Rule 1: Bursts with a greater count of successfully tra-
versed hops will be assigned scheduling precedence. This
rule is based on the rationale that bursts utilizing more
extensive resources should be prioritized to prevent resource
wastage and ensure efficient network operation.

Rule 2: Priority will be granted to the burst in closer prox-
imity to the destination server when resolving contentions.
In scenarios where contention arises, burst Gm prevails due
to its elevated priority, ensuring that bursts nearing their des-
tination are prioritized for delivery.

By adhering to these rules and systematically analyzing
each region, the network can achieve efficient and effective
burst scheduling, optimizing performance and resource uti-
lization across all scenarios.

The burst priority is calculated by the (4):

P � 100 + (T R − LF) (4)
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Fig. 2 FSS implementation topology to generate priority

P � the priority value.
100 � constant added to avoid the negative priority.
TR � the number of travelled nodes from source to the

current burst position.
LF � the number of nodes left from current burst to reach

the destination.
Note: The burst with the highest P is chosen.
Within the topology depicted in Fig. 2, there exists a

configuration involving 11 OpenFlow switches, each des-
ignated with corresponding data path IDs outlined in the
table. Accompanying these are three hosts and three servers.
Various scenarios are outlined in Table 1, each featuring rele-
vant source and destination points, TR (Total Resources), LR
(Larger Resources), and priority (P) values. Consequently,
the burst boasting the highest priority (P) is selected for fur-
ther consideration.

Figure 3 presents the pseudocode for the fair switch selec-
tion and ultimately the right choice of connection for the
target controller.

3.7 Relation to advanced concepts

To place the proposed FSS algorithm in a broader theoret-
ical and applied research framework, we now explain how
the recent developments in SDN-based IoT systems comple-
ment and align with our work. Recent research has presented
novel methods to achieve improved load balancing, QoS, and
resource management, especially in scenarios with complex
multimedia or vehicular traffic.

Fig. 3 Pseudocode to select fair switch

In [23], the authors suggest a QoS-aware and load-
balanced routing algorithm for Software-Defined IoT. This
is strongly aligned with our use of fairness, latency-aware
decision-making, and multi-criteria switch selection. Unlike
their path-level consideration, FSS considers burst-based
switch migration, which is a lower control overhead model
suitable for dynamic topologies. Our proposition takes it a
step further by integrating burst prioritization and migration
fairness at the control plane.

The work of [24] introduces an energy-efficient, load-
balanced framework for Software-Defined Internet of Mul-
timedia Things (SDIoMT). While they are concerned with
multimedia task scheduling and energy constraints, our FSS
offers a complement in that it offers an efficient policy of
migration that precludes extraneous control traffic and con-
serves processing capacity at SDN controllers—a benefit of
immediate relevance to multimedia-dense IoT traffic.

[25] discusses resource allocation in vehicular networks
for streaming multimedia using SDN. Although our scenario
includes more general SDN-based IoT environments, the
burst-based aggregation strategy and the QoS-based switch
selection talked about in FSS can be adapted to support
high-mobility situations such as IoV, where timely decision-
making, as well as network re-configuration, are critical.
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Table 2 Simulation configuration parameters

Number of clients [100–300]

Number of controllers 3

Number of gateway switches 2

Number of switches 20

Packet size (KB) 500

Link Data Rate (Gbps) 1

Controller CPU rate (Gbps) 4

Controller RAM (GB) [2–4]

Switch Application RAM (MB) 500

Migration Threshold (%) 50

Burst Assembly Threshold (n) 50

A recent work by [26] employs hybrid optimization
algorithms—ArithmeticOptimization (AO) andWhaleOpti-
mizationAlgorithm (WOA)—for task scheduling in Fog-IoT
networks. Although our own research is not yet based on
metaheuristic optimization, FSS’s multi-parameter decision
model (based on fairness, priority, and controller load) could
be employed as a lightweight solution when heuristic meth-
ods are too computation-intensive.

By positioning our work among these contributions, we
position FSS within an overall effort toward the construction
of intelligent, adaptive, and resource-aware control solu-
tions for SDN-based IoT. The burst-based scheduling novelty
coupled with fair switch migration gives us a distinctive per-
spective that augments and complements current research
directions.

4 Performance evaluation

In this section, analysis and discussion of the performance
results obtained from the FSS algorithm are discussed. To
ensure accurate and reliable outcomes, careful considera-
tionwas given to selecting appropriate simulation parameters
through multiple iterations. The simulation configuration,
including the chosen parameters, is presented in Table 2.

Simulation parameters used in the evaluation of the FSS
algorithm were selected according to empirical require-
ments and reference models of prior work in SDN and IoT
performance analysis. We give below the rationale behind
significant parameters:

Packet Size (500 KB): This packet size represents the
upper bound of bursty IoT and multimedia data aggregates,
particularly in smart city and industrial environments where
high-definition images, sensor logs, or multimedia are trans-
mitted. Studies like [23] and [Zhao et al., 2023] employ
packet sizes ranging from 256 KB to 1 MB to simulate real-
time application traffic.

Burst Assembly Threshold (50 packets): This threshold
was chosen according to [12] where length-based same-
destination aggregation was suggested to minimize control
overhead. A threshold of 50 packets offered a best trade-
off between latency and reduction of control traffic. Lower
values may lead to inadequate aggregation; higher values
impose unacceptable buffering delay.

Size of Switches (20) and Clients (100–300): These are
customary formid-range SDN testbedsmost commonly used
on simulation platforms including Mininet and NS-3. This is
sufficient size for helpful performance benchmarking with-
out necessarily being computationally impossible, which is
availablewithin studies such as [19] and [Ahmedet al., 2022].

Controller CPU/RAM and Link Data Rates: Hardware
requirements of the controller (CPU: 4Gbps, RAM: 2–4GB)
are comparable to actual hardware deployments for SDN in
edge and fog computing. The link rate of 1 Gbps corresponds
to widely deployed backbone speeds in campus, smart fac-
tory, and metro-scale IoT networks.

Migration Threshold (50%): The threshold is used to
ensure that migrations are only triggered when the load on
a controller exceeds a significant saturation point, avoiding
unnecessary migrations. A 50% point of load is used in pre-
vious switch migration research to balance sensitivity and
stability [13].

These motivations ensure that the simulation environment
realistically represents a real-world operational environment
and is standard-compliant for SDN-IoT research.

The table provides an overview of the simulation con-
figuration and the corresponding parameter values used in
the performance evaluation of the FSS algorithm. Here is an
explanation of each parameter:

1. Number of clients: This parameter represents the range
of the total number of clients on the network. The sim-
ulation was conducted with a varying number of clients
between 100 and 300.

2. Number of controllers: It indicates the total number of
SDN controllers deployed in the network. In this case,
three controllers were used.

3. Number of gateway switches: This parameter speci-
fies the number of switches that act as gateways in the
network.Twogateway switcheswere utilized in the sim-
ulation.

4. Number of switches: It represents the total number of
OpenFlow switches present in the network. The simu-
lation consisted of 20 switches.

5. Packet size (KB): This parameter denotes the size of
each packet in kilobytes (KB) transmitted in the net-
work. A packet size of 500 KB was chosen for the
simulation.

6. Link Data Rate (Gbps): It specifies the data rate of the
links in the network, measured in gigabits per second
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Fig. 4 Average throughput in kbps with MPTCP, exhaustive search and
FSS superiority

(Gbps). The links were configured with a data rate of 1
Gbps.

7. Controller CPU rate (Gbps): This parameter represents
the processing capacity of the controllers in terms of the
CPU rate, measured in gigabits per second (Gbps). The
controllers had a CPU rate of 4 Gbps.

8. Controller RAM (GB): It indicates the amount of
RandomAccessMemory (RAM) allocated to each con-
troller, measured in gigabytes (GB). The controllers
were configured with a RAM capacity ranging between
2 and 4 GB.

9. Switch Application RAM (MB): This parameter repre-
sents the amount of RAM allocated to the application
running on each switch, measured in megabytes (MB).
Each switch had an application RAM capacity of
500 MB.

10. Migration Threshold (%): It defines the threshold value,
expressed as a percentage, at which the migration pro-
cess is triggered. In this case, the migration threshold
was set at 50%.

11. Burst Assembly Threshold (n): This parameter denotes
the threshold value for burst assembly, indicating the
minimum number of packets required to form a burst.
The burst assembly threshold was set to 50 packets.

These parameters were carefully chosen to evaluate the
performance of the FSS algorithm and understand its behav-
ior under varying network conditions. Figure 4 demonstrates
that the algorithms with the highest average throughput are
FSS, exhaustive search andMPTCP due to real time informa-
tion gathering. The other two algorithms lack a mechanism
to gather real-time information about the processing loads of
the controllers and consequently, fail to adjust their actions
accordingly.

In Fig. 5, the random search algorithm, exhibiting the least
favorable outcomes, randomly transfers OpenFlow switches

Fig. 5 Packet loss percentile

Fig. 6 Execution time

between existing controllers. Regrettably, this approach
tends to relocate switches from less burdened controllers to
those experiencing heavier loads, a situation that is deemed
undesirable.

This phenomenon becomes apparent when examining the
metrics showcased through the graphical representations in
Figs. 6, 7 and 8. Across these metrics, it becomes evident
that system performance lacks stability. Low throughput and
increased packet loss directly translate to reduced network
traffic transmission, subsequently leading to a diminished
throughput. Conversely, in the case of round-robinmigration,
the process is carried out sequentially among the controllers.
Although it exhibits improved performance in comparison to
the random search algorithm, as evident in all figures, round-
robin still falls short of optimal performance when measured
against other algorithms (MPTCP, Exhaustive Search, and
FSS). This is due to the increased likelihood of switches
being migrated to less suitable controllers within the round-
robin approach.
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Fig. 7 Performance—Best by FSS and exhaustive search

Fig. 8 Cost—FSS has lower total cost due to less computation times

MPTCP, or multipath TCP, offers a service at the transport
layer that enables operation across multiple paths concur-
rently. This technology is applied to enhance SDN control
connections. The controller establishes a control channel
to the gate switches, utilizing in-band control mechanisms
through these gate switches to communicate with all other
switches. A notable enhancement is observed in the handling
of control messages, particularly in terms of delay and jit-
ter, which occasionally outperforms other algorithms. This
advantage arises from MPTCP’s ability to curtail inbound
control message congestion through the implementation of
the Dijkstra least-cost path transmission approach. We can
notice from the graphs that the best performances are pro-
vided by exhaustive search and the proposed fair switch
selection.

Undoubtedly, the exhaustive search method possesses the
capability to thoroughly investigate all potential options for
selecting the most suitable switch to migrate. This metic-
ulous exploration naturally leads to optimal performance
outcomes.

However, our proposed fair switch selection algorithm
adeptly competes with the exhaustive search approach across
all performance benchmarks, while also yielding superior

statistics. Furthermore, it is worth noting that the draw-
back of exhaustive search lies in its extensive computational
time demands for identifying the optimal solution, especially
in the context of larger-scale systems. Unlike exhaustive
searches, the proposed fair switch selection is a straightfor-
ward algorithm which requires less time to get similar or
better performances.

5 Conclusion

This paper led the Fair Switch Selection (FSS) algorithm for
effective switch migration in large-scale SDN IoT environ-
ments. FSS employs burst aggregation and fairness-driven
selection criteria to minimise control overhead and enhance
Quality of Service (QoS). By incorporating factors such as
destination proximity, load distribution, and historical per-
formance, FSS successfully balances the network load while
ensuring fairness.

Simulation results confirm that FSS outperforms base-
line algorithms, including exhaustive search, random search,
round robin, and MPTCP. The findings show:

• Packet Loss Reduction FSS reaches a 30% decrease in
packet loss.

• Throughput Improvement Average throughput increases
by 25% contrasted to usual methods.

• Cost Efficiency The algorithm’s computation time is
notably lower than exhaustive search, presenting it scal-
able and practical for real-time applications.

FSS’s competence to hold heterogeneous traffic and
dynamic loads underscores its capacity for adoption in
next-generation SDN-based IoT systems. Future work may
explore enhanced QoS prioritization and dynamic controller
selection methods to further refine the algorithm’s perfor-
mance in diverse network scenarios.
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