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ABSTRACT In order to improve patient outcomes, brain tumors—which are notorious for their catastrophic
effects and short life expectancy, particularly in higher grades—need to be diagnosed accurately and treated
with care. Patient survival chances may be hampered by incorrect medical procedures brought on by a brain
tumor misdiagnosis. CNNs and computer-aided tumor detection systems have demonstrated promise in
revolutionizing brain tumor diagnostics through the application of ML techniques. One issue in the field
of brain tumor detection and classification is the dearth of non-invasive indication support systems, which
is compounded by data scarcity. Conventional neural networks may cause problems such as overfitting
and gradient vanishing when they use uniform filters in different visual settings. Moreover, these methods
incur time and computational complexity as they train the model from scratch and extract the pertinent
characteristics. This paper presents an InceptionV4 neural network architecture-based Transfer Learning-
based methodology to address the shortcomings in brain tumor classification methods. The goal is to deliver
precise diagnostic assistance while minimizing calculation time and improving accuracy. The model makes
use of a dataset that contains 7022 MRI images that were obtained from figshare, the SARTAJ dataset,
and Br35H, among other sites. The suggested InceptionV4 architecture improves its ability to categorize
brain tumors into three groups and normal brain images by utilizing transfer learning approaches. The
suggested InceptionV4 model achieves an accuracy rate of 98.7% in brain tumor classification, indicating
the model’s remarkable performance. This suggests a noteworthy progression in the precision of diagnosis
and computational effectiveness to support practitioners making decisions.

INDEX TERMS Tumor detection, DL, CNN, transfer learning, inception V4, tumor classification.

I. INTRODUCTION
The most significant and architecturally essential part of the
human body is the brain, which has 50–100 trillion neurons.
The CNS (Central Nervous System), which also includes the
spinal cord, serves as brain of the human neurological sys-
tem [1]. It is also the body’s eighth-most important organ. The
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human body has five senses and the brain outputs information
to the muscles after receiving information from these senses,
often several at once as shown in Figure 1. It is also referred to
as the nervous system’s processor or kernel and embodies the
essence of the mind and soul [2]. It assembles the messages
in a fashion that can be remembered and makes sense to
us. Furthermore, the brain regulates multiple body processes,
such as our ability to think, speak, remember, and move our
arms and legs [3].
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The average human brain weighs approximately three lbs.
(1.4 kg), making up for about 2% of a person’s total body
weight [3]. The two hemispheres that make up the cerebrum
comprise most of the human brain. The parietal, temporal,
occipital, and front lobes constitute each hemisphere. The
irregular surface of the cerebrum is known as the cortex. The
cerebrum is in front of the brainstem, whereas the cerebellum
is behind it [4], [5]. The frontal lobe is involved in the regu-
lation of voluntary movement as well as cognitive functions
including reasoning and future planning. The temporal lobe is
responsible for producing feelings and thoughts. The parietal
lobe, which combines data from several types of perception,
is essential for spatial orientation and navigation [6]. The
bones of the skull in the head house and guard the brain [7].
Figure 1 shows the structure and functions of the Human
Brain.

FIGURE 1. Structures and functions of the brain.

A. BRAIN DISEASES
Distinct functions of the brain are gradually damaged by
neurodegenerative illnesses, and the damage gets worse with
age [8]. Typical causes of dementia include Alzheimer’s
syndrome, dementia brought on by alcoholism, Parkin-
son’s syndrome, and other less typical infectious, genetic,
or metabolic conditions like Wilson’s syndrome, Hunting-
ton’s disorder, conditions affecting the motor neurons, HIV
dementia, and dementia associatedwith syphilis. Alzheimer’s
syndrome is a passed down through generations, incurable
brain condition that progressively decreases logical reason-
ing, memory, and cognitive ability [9].
Dementia is the failure of brain function, understanding,

recognizing, and reasoning, to the point where a person
faces difficulties in day-to-day activities and behavior [10].
Movement, memory, and cognition can all be impacted by
neurological disorders that can affect different regions of the
brain [11].

The brain is often regarded as the most sensitive organ in
the human body.When brain cells proliferate improperly or in
enormous quantities, it can lead to significant changes in both
personality and brain function, unlike other illnesses [12].
The brain’s capacity to function is also hampered by it.
This anomaly or dysfunction indicates the presence of a
brain tumor, or it may be the result of uncontrolled brain
cell growth. It causes cancer, which is one of the plausible
causes of death, and accounts for about 13% of all fatalities
worldwide [13].

The danger posed by a tumor in the brain relies on a num-
ber of variables, including the tumor’s appearance, behavior,
size, location, and its level of growth [14]. At higher rates
than other nerve ailments, brain and other tumor resulted in
human death. It is the tenth most frequent reason for mortality
in humans [15]. Last year, primary malignancy of CNS is
expected to have been clinically tested in 23,890 individuals
(13,590 men and 10,300 women) in the US. Additionally,
primary malignant brain and CNS tumor are predicted as the
compelling cause of death for 18,020 persons in 2021 (10,190
men and 7830 women). Additionally, ‘the endurance percent-
age for persons with a malignant brain tumor is roughly 36%
for five years and 31% for ten years’ [16]. Figure 2 shows the
brain MRIs for Normal and Abnormal MRI images.

FIGURE 2. (a) Normal brain MRI (b) Abnormal brain MRI.

A brain tumor’s type is determined by the sorts of cells that
comprise it [17]. The types of brain tumors are as follows.
Glial cells envelop and sustain nerve cells within the brain
tissue and growth in glial cells are called gliomas. Gliomas
are mostly malignant, but they can be benign as well. Menin-
giomas, the most widespread type, are tumors that start in
the membranes that wrap the brain and spinal cord [18].
Though benign in most cases, meningiomas can sometimes
be malignant. Pituitary tumor may originate in or around the
pituitary gland. This little gland is situated close to the brain’s
base. Most tumors that develop in or near the pituitary gland
are benign. The pituitary gland itself can develop tumor [19].

B. TUMOR DETECTION TECHNIQUES
Brain tumors come in the benign and malignant types.
‘‘Benign’’ refers to tumors that do not contain malignant
cells and are less dangerous to humans. Malignant tumors,
on the other hand, are those that contain cancerous cells that
are more dangerous to humans [20]. The position, size, and
growth status of the tumormust be determined by radiological
study and predict whenever a malignancy in the brain is
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medically indicated. It is simple to make a choice for the
patient’s right treatment, such as surgical procedure, radioac-
tivity, and chemotherapy, based on this information. Themost
key factor, however, is that a patient with an infection has
a better chance of life if a tumor is accurately and early
diagnosed [21]. The medical world has seen a meaningful
change because of the advent of multiple new imaging tech-
niques. Common imaging techniques include CT, MRI, PET,
ultrasound, and X-ray. These diagnostic imaging methods are
employed to identify complex disorders in people, such as
brain tumors, COVID-19, malignant cells, and brain tumors
or cancer [22]. The more widely used non-invasive method
for identifying anomalies in tissue composition is MRI. As it
provides the highest pixel-resolution images of brain cells
and cancer tissues, it is favored above other medical imaging
techniques [23].

Meningiomas, gliomas, and pituitary tumors are examples
of intrinsic brain tumors that can cause severe damage and are
the hardest to identify early enough for effective treatment.
Furthermore, if ignored, these can worsen into dangerous
circumstances [24]. Early detection and accurate diagnosis
of brain tumors with high predictive value are critical steps in
diagnosis and treatment. However, radiologists and medical
professionals manually analyze brain MR images to find
the tumor and normal tissues, classify the tumor, and detect
and focus the tumor which is laborious and time-consuming
task [25]. To overcome this issue, a computer-based diagnos-
tic (CBD) system is required. It must be put into operation
to lighten the effort and assist radiologists or other medical
professionals with medical image interpretation. Researchers
have already put forward a number of precise ways to auto-
mate the process of identifying brain tumors.

For analyzing brain tumors, conventional ML based algo-
rithms have been used. However, ML-based algorithms use
lesser amounts of data and require human feature extraction
and categorization. On an extensive amount of labelled data,
Deep Learning (DL) combines feature extraction and clas-
sification in a self-learning manner, substantially enhancing
performance [26], [27].

Furthermore, CNN is an aspect of Deep Learning that
was developed especially for two-dimensional (2D) or pic-
ture data. It automatically extracts various features from MR
images after accepting datasets that have a minimal degree
of preparation [28]. Brain tumor detection mostly makes
use of deep CNN models. However, brain tumor analysis
is quite challenging and requires a strong DL-based brain
tumor analysis system to assist the radiologist’s judgment
due to the anatomical structure, tumor appearance in an
image, and brightness effects. In this regard, by modifying
the CNN models to take advantage of features to brain tumor
seen in the brain MRI dataset, we build a deep transfer
learning-based strategy to get beyond these constraints [29].
CNN has demonstrated commendable performance in both
the detection of tumor using medical imagery and the clas-
sification of tumor infected from normal individuals [30].
Furthermore, performance is significantly improved by deep

feature boosting, ensemble learning, and ML classifiers.
According to experimental findings, the proposed deep trans-
fer learning-based system might help radiologists to identify
tumor and other anomalies from medical images [31].

C. MACHINE LEARNING TECHNIQUES
ML is a research field of computer algorithms that examine
and correlate data using statistical models and algorithms
that learn from past experiences without being explicitly pro-
grammed [32]. ML Techniques inevitably become better with
training. It develops methodologies, trains models, and uses
the learned strategies to automatically identify the result [33].
Systems built on machine learning could potentially change
to fit their environment.

ML model is an artificially intelligent system that has been
trained using a technique in a machine learning system to
identify particular types of patterns [34], [35]. This indicates
that it analyses the data and identifies any hidden dataset
structures [36]. To create the algorithm that applies the Input
Output functions to fresh data to anticipate the outcome,
feature extraction and the dataset’s known responses are
employed [21]. Consequently, the algorithm of the model
employs a set of data for training, develops a method to
forecast the result, and then saves that method for use in the
future [15], [37].

The procedure of instructing a computer to solve a problem
based on its past knowledge is known as machine learning.
Because of the convenience of less expensive processing
power and memory, the concept of employing ML in several
areas to solve issues quicker than humans has sparked a lot of
attention. This allows for the handling and analysis of incred-
ibly massive amounts of data, enabling the exploration of
concepts and connections between the data that are not imme-
diately apparent to the human eye [38]. Its ability to think is
built on a number of algorithms that allow the computer to
abstract from experience and create meaningful judgements.
While using amore advanced technique calledDeep Learning
(DL), computers can now automatically accomplish features
extraction process, analyze, and grasp the applicable output
from the raw data [8]. Particularly, a class of techniques
referred to as ‘‘Deep Learning’’ is driven by neural data
and relies on autonomous feature engineering techniques by
which these methods can acquire highest performance [23].

D. MOTIVATION
The complex pattern of the tumor’s abrasive has led to much
research on brain tumor detection, however there are still
limitations in this field. Furthermore, it is challenging to
extract and choose key features because doing this right
away reduced classification accuracy. Convolutional neural
networks aid in the extraction of relevant features yet these
models are computationally demanding. However, a simple
model is still required for the study of brain tumors.

Therefore, to overcome the existing limitations, this
research aimed to create a less expensive, dependable, and
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efficient diagnostic tool that could not only identify tumors
but also classify them. As a result, it may be employed to
help medical diagnostic centers’ decision-makers. Transfer
learning is the ideal method for training sophisticated Deep
Learning models since there are few publicly accessible MR
images of brain tumors. To the best of the authors’ knowl-
edge, we used a well-known and fine-tuned deep transfer
learning-based method, Inception-v4. It has not yet been
investigated for the detection and classification of brain
tumors.

E. PROBLEM STATEMENT
Despite recent advances in Deep Learning, accurate classifi-
cation of brain tumors using MR images remains a challenge.
Lack of non-invasive diagnostic support system for brain
tumor detection and classification in the scenarios where
there is data scarcity issue. CNN has shown promising results
in image classification tasks but usage of same size filters,
serially, in images where information containing area is dif-
ferent ultimately leading to gradient vanishing problem and
overfitting. Furthermore, Deep Learning approaches train the
model from scratch and extract the relevant features, leading
to time and computational complexity. Additionally, no sim-
ple and efficient model is available which may be used to
assist the decision makers with higher accuracy rate and less
computational time.

In this research paper, we addressed the research questions
below.

(i) How can brain tumor detection and classification be
acquired with fewer training samples?

(ii) What would be the right size of filters while extracting
features in images where information containing area is
different?

(iii) Which simple and efficient architecture can be applied
to accurately detect and classify brain tumors MR
images in minimum computational time?

F. SUMMARY
The proposed system’s main contributions are brain tumor
detection and classification using machine learning tech-
niques. Below listed are the main contributions.

(i) Review the literature on using CNNs in medical imag-
ing and, specifically, in brain tumor classification using
MR images.

(ii) We evaluate the performance of various CNN architec-
tures, including inception-v4, for brain tumor classifi-
cation using MR images.

(iii) Optimize the hyperparameters of the inception-v4
architecture for MR image classification of brain
tumors.

(iv) Compare the performance of the optimized inception-
v4 architecture with other state-of-the-art CNN archi-
tectures for brain tumor classification usingMR images.

(v) Validate the proposed approach by evaluating it on an
independent dataset and compare it with the results
reported in the literature.

(vi) Analyze the interpretability of the optimized inception-
v4 architecture by visualizing its activation maps and
identifying the regions of the brain that contribute most
to the classification.

(vii) We conducted extensive experiments on four different
TL-based models and compared the effectiveness of
each model on brain MRI dataset.

(viii) Discuss the potential clinical implications of the pro-
posed approach for improving the accuracy and effi-
ciency of brain tumor diagnosis and treatment planning.

In Section II. We will cover the relevant earlier work based
on ML and Deep Learning models for the approaches pre-
sented for identifying and classifying brain tumors. There
are several methods for existing approaches that can iden-
tify tumors in content. A gap analysis review is done for
the research’s contribution to the problem. Various models
for identifying brain tumors are also being researched. The
obstacles faced by various brain tumor detection approaches
are provided with associated research topics at the conclu-
sion of this chapter, and those challenges are extensively
examined. The proposed solution framework and model dia-
gram will be thoroughly covered in Section III. The creation
and application of the suggested research implementation
schemes—both theoretical and practical execution of the pro-
posed brain tumor detection and classification using Transfer
Learning model—are provided based on the existing research
mechanism. Multiple blocks and their associated CNN Lay-
ered architecture and model diagrams are used to clearly
describe the whole functioning system of the suggested solu-
tion. Additionally, we will assess our ideas in Section IV
using an appropriate simulation environment in our instance,
this was Jupiter, Anaconda. The experimental approach and
the parameters of the confusion matrix are used to describe
the experimental setup and various experiment components.
In Section V, we will provide our conclusion and talk about
the next steps.

II. LITERATURE REVIEW
The scientific field of medical imaging is where innova-
tive approaches are used, and current technologies strive to
simplify and improve the functionality of segmenting, clas-
sifying, and other diagnostic instruments [24]. Because it is
crucial for radiotherapy treatment to discriminate the benign
andmalignant tissue, brain tumor segmentation plays a role in
the identification process [25], [26]. Here is a summary of the
most popular and effective machine learning ML approaches
and the results they have produced. The results of recent
research are encouraging and have huge implications for the
detection and treatment of brain tumors. However, despite
the positive outcomes that the authors mention, some studies
have cogency in the actual clinical setting because of signif-
icant constraints [27]. The authors highlight that the results

VOLUME 12, 2024 111221



N. Bibi et al.: Transfer Learning-Based Approach for Brain Tumor Classification

cannot be generalized because of the restricted admittance
or slightly low data used for training [28]. For instance,
Islam et al. said that themodels employed for tumor detection
were trained using modest data sets, have the limitation of
no more than 40 MR images [38]. Like this, Rinesh et al.
work with just 273 MR images, claiming that the data is
limited and that a greater performance would be implied if
the quantity of data were increased [39]. The number of MR
images with brain tumor that Cinar and Yildirim is restricted
to 253; however, they get around this issue by employing
transfer learning and enhancing the data via data augmen-
tation [40]. In general, researchers executed the applications
using a small amount of data, but they did not use any Transfer
Learning (TL) or methods for data enhancement.

A more effective brain tumor detection method based on
the template-based K-means (TK) algorithm using PCA was
proposed by Islam et al. in their article they proficiently detect
brain tumor with low cost. Initially, key features that reliably
detect brain tumors were extracted using PCA. Ultimately,
the brain tumor is located by segmenting the images using
the TK-means clustering technique. Database has 40 MR
images with a 95.0% accuracy rate, a 97.36% sensitivity
rate, and a 100% specificity rate [38]. Hyperspectral imaging
was recommended as an imaging modality by Rinesh et al.
[39]. Utilizing k-based clustering techniques like KNN and
k-means clustering, the tumor is detected. Both methods use
the firefly algorithm, an optimization technique, to deter-
mine the value of k. The various areas of the brain are
labelled using a multilayer FNN. The suggested method is
examined using the 250 samples open-access brain tumor
dataset obtained through Kaggle. This model achieved better
performance measures with 96% accuracy. Different filters
with wavelet bands are used in this work to preprocess and
enhance the input slices. Amin et al. [41] with the help
of Potential Field (PF) clustering, tumor pixel subsets are
discovered. Furthermore, the tumor is isolated using a global
threshold and several mathematical models. Unique features
are combined for precise and better classification. BRAT’s
publicly available datasets containing 273 images and one
locally obtained dataset having 86 MR images was used to
assess the provided technique. Specificity obtained was 92,
sensitivity 93%, accuracy 96, area under the curve (AUC)was
98%.

Cinar and Yildirim [40] presented a CNN model with the
collaboration of Resnet50, to diagnose tumor in the brain
MRI. The model’s final 5 layers have been eradicated, and
8 additional layers have been added. The Kaggle dataset is
used with 98 MRIs without a tumor, and 155 with tumor and
model acquire 97% accuracy on test dataset. An enhanced
architecture of CNN, Visual Geometry Group (VGG 16)
was used by Younis et al. [25] to find brain tumor and
setting parameters over this challenge were the objectives of
this study. The proposed methodology was evaluated using
a dataset of 253 MR images, 155 of which had tumors,
used for the diagnosis of brain tumor using MR images.

The system beat existing traditional methods for identifying
brain tumor in the testing data and obtained an accuracy of
CNN 96%. By leveraging the best qualities for brain tumor
detection, Arunkumar et al. demonstrates automated brain
tumor detection, segmentation and classification identifica-
tion using ANN over brain MRI. To generalize the images
and mark the districts and areas according to their grey
scale, K-means clustering is applied [26]. Then Artificial
Neural Network is applied to choose the best value based
on the training. Thirdly, the division step will extract the
textural feature of the brain tumor area. To diagnose brain
tumor and discriminate between benign and malignant cases,
grayscale features are used to identify brain tumor. In the
implementation phase, they employed training on a dataset
of 89 MR images and 70 images for testing purposes and
accomplished an accuracy of 94%. An image improvement
method that consists of three stages: greyscale to RGB image
conversion, contrast enhancement using histogram equaliza-
tion, and noise removal using a median filter is presented
by Ullah et al. This method divides the MR pictures into
normal and pathological categories. A dataset of 71 brainMR
images used to identify brain tumors was utilized to verify the
proposed model, and the findings revealed that the model had
95.8% accuracy and 95.65% specificity [27].

The comparison of data augmentation techniques with a
proposed method based on PCA led to the development of an
experimental framework for the identification of brain tumor
in magnetic resonance imaging [28]. The study proposed that
FLAIR imaging is the preferred sequence for data augmen-
tation in this group of 110 participants using three different
image acquisition modalities. The resulting images still had
some spatial information, which made it possible to train the
ResNet50 network to attain F1 score of 92.34%. A. H. Khan
suggested an intelligent and efficient method for identifying
brain tumors [42]. The study’s innovative aspect is its use of a
hierarchical Deep Learning technique to classify brain tumors
into three distinct categories. For a speedy and effective cure,
the diagnosis and tumor classification are crucial, and medi-
cal image processing utilizing a sequential CNN is producing
remarkable results in this area. CNN trains the data and
classifies the tumor types using the visual fragments. For the
aim of detection and classification of brain tumor, a sequen-
tial or hierarchical structure of CNN is used. The proposed
approach classifies the tumor with an accuracy of 92.1%
using the dataset of 3264 MR images. In 2022, Zailan et al.
[43] presented a Deep Learning and TL Model for brain
tumor detection. Three Deep Learning approaches—VGG-
16, Inception V3, and MobileNet V2—are used in this study,
and is implemented on the Python platform. The dataset only
contains 253 image samples of malignant brain tumor, but
the algorithm can only predict tumor from a small number of
MRI medical images. The confusion matrix criteria are used
to determine the performance evaluation outcomes. Since the
recall value of the MobileNet-V2 is 86.00%, its classification
results are typically better than other state of the art methods.
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TABLE 1. Comparison of results with STATE-OF-THE-ART existing methodologies.

The second-highest accuracy for Inception-V3 was 84.00%,
and VGG-16 had the lowest accuracy at 79.00%.

Afshar et al., presented a framework based on Capsule
Network (CapsNets) for brain tumor detection and classifi-
cation. Based on a realistic set of MRI pictures, they then
look at the over-fitting issue using CapsNets. The researchers
next investigated if CapsNets can provide a better match
for entire brain pictures rather than only segmented tumor
images, and in the end, they built a visual model for the output
of the CapsNet to illustrate the learnt characteristics more
clearly. The proposed model was evaluated on 3064 brain
MR images and acquire an accuracy of 86% [31]. Using
magnetic resonance brain imaging, Saeedi et al. suggested
ML and Deep Learning algorithms for identifying brain
tumors, allowing doctors to detect tumors at initial stages with
maximum accuracy [44]. In this study, a dataset encompass-
ing 3264MRI brain pictures was employed, including images
of gliomas, meningiomas, pituitary tumor, and with no tumor
or healthy brains. First, MRI brain pictures were subjected
to preprocessing and augmentation methods. They created
a Deep Learning architecture, 2D CNN and a convolutional
auto-encoder network, and both were trained using the given
hyper parameters. Convolution layers are then included in the
2D CNN, which is a hierarchical network with all its levels
having a 2∗2 kernel function. This network has four pooling
layers, eight convolutional layers, and batch-normalization

layers on top of all the convolutional layers. The modified
auto-encoder network consists of the last output encoder layer
of the previous part’s last output encoder network as well as
a CNN for classification. Deep Learning models had training
accuracy of 95% while KNN achieved an accuracy of 86 %.

In 2022, Yazdan et al. [45] Put up a two-part solution first
to useMulti-Scale CNN-model to build a reliable architecture
for diagnosing brain tumor. The suggested approach performs
multi class classification and categorize tumor among four
different classes. Researchers aimed to develop a model that
will improve the precision and effectiveness of the current
tumor detection methods. To further enhance the classifica-
tion outcomes, MRIs are denoised. According to the findings,
the suggested model attained an F1-score and an accuracy of
91% on a dataset of 3264 MR images. An architecture con-
taining a residual network and is based on attention modules
and hyper column technology is proposed by Toǧaçar et al.
[33]. First, BrainMRNet performs preprocessing. This proce-
dure is subsequently transmitted to attentionmodules for each
image using picture augmentation techniques. CNN layers
receive the picture after identifying key portions of the image.
One of the main techniques used by the proposed model’s
convolutional layers is hyper parameters. This method allows
the vector structure in the final layer of the BrainMRNet
model to maintain the characteristics that were retrieved from
each of the earlier layers. With the use of the BrainMRNet
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FIGURE 3. Proposed model diagram.

model, brain tumor was diagnosed over a dataset of 253 MR
images and attained an accuracy of 96%.

Based on the ResNet50 model and had a modified layer
structure with three FC layers and five convolutional layers,
Kumar et al. suggested an approach in 2022 [11]. After
extracting the deep features and providing them as input
to the classifier, this study creates a comprised feature set.
The hybrid ResNet50 characteristics included in the proposed
model. With a dataset of 253 images using various imaging
modalities, the recommended modified ResNet50 model suc-
cessfully recovered the images of brain tumor tissue with
a classification accuracy of 90%. ANN are employed for
the identification of brain tumor by Santos [46]. Authors
used a publicly available dataset containing 3762 MR images
and performed binary classification of images. This study
achieved an accuracy of 89%. A Multi scale CNN architec-
ture was proposed by Yazdan et al. Additionally, pre-trained
models based on transfer learning, such AlexNet and ResNet,
were employed to identify brain tumor. The model that has
been presented divides MR images into multi class classifi-
cation. The many parallel convolutions models with various
filter sizes make up the projected multi-scale CNN model.
Architecture’s primary goal is to examine how different-sized
convolutional filters affect the identification of brain tumors.
As a result, several filter sizes are considered, including
CNN1’s 3 × 3 filter, CNN2’s 5 × 5, and CNN3’s 7 × 7 filter.
The dataset, which includes 3264 MRIs from multi class
classifications, had accuracy rates of 89%, 92%, and 90%,
respectively. Table 1 shows the state-of-the-art comparison
of existing techniques with Proposed Methodology.

III. PROPOSED CURVE CRASH AVOIDANCE PROTOCOL
One of the most prevalent cancers is a brain tumor, which
makes for 15% of all cancer diagnoses in the US. For a patient
to get appropriate care and achieve positive results, a quick

FIGURE 4. Proposed work flow I diagram.

FIGURE 5. Sample dataset architecture.

and accurate identification of a brain tumor is crucial. Due to
the high-pixels contrast scans of the brain that an MRI gives,
it is frequently used to diagnose brain tumors [46]. Various
ML and Deep Learning models are proposed for the accurate
classification of innumerable types of brain tumor. The timely
and accurate detection of brain tumor is very necessary in
order to take precautionary measures [47]. The accuracy of
various proposed models is discussed in the literature review
Section. Inception v4 is not used yet for brain tumor detec-
tion. This study aimed to improve tumor detection accuracy
and gauge how well InceptionV4 performs for the specified
problem.

The InceptionV4 neural network architecture will be used
in this project to identify and categorize brain tumors.Wewill
pay particular attention to images of three different tumor
types, including gliomas, meningiomas, pituitary tumors, and
normal brain tissue. We used a publicly available dataset of
brain MRI scans, consisting of 7022 brain MR images [29],
[30]. Figure 3 shows the suggested detection and classifica-
tion strategy for brain tumors.

Recent years have seen some of the biggest advances in
image recognition performance, mostly due to deep convo-
lutional networks. In the proposed work, an efficient Deep
Learning-based approach for autonomously classifying brain
tumors with minimum clinician interaction is provided. The
goal of this research is to employ Deep Learning algorithms
and TL techniques to increase the accuracy of MR image
identification in the brain. Fig. 4 depicts the process of our
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proposed brain tumor classification system. The suggested
frameworkmodel has four steps. First, the inputMR picture is
preprocessed (brain cropping and image resizing, and image
normalization). Second, the data augmentation (shear, hori-
zontal flipping and scaling) approach is employed to enhance
the size of the dataset. Third, we evaluated the unique Deep
Transfer Learning-based model, Inception V4, employing
preprocessed MR images from Brain Tumor and applied the
TL approach to extract features. The softmax layer classifies
the characteristics retrieved by the CNN models.

A. DATA ACQUISITION
In the context of image processing, the process of getting
images from a source, called the process of image acqui-
sition. The first stage of the process is image collection,
which comprises acquiring MRI scans of the three differ-
ent types of tumor and healthy brain images. We used a
publicly available dataset of brain tumor. Dataset used in
the proposed study is an amalgamation of three brain tumor
datasets, including figshare, SARTAJ dataset, and Br35H,
and contains 7022 brainMRI images. The dataset is classified
into four classes, including glioma, meningioma, no tumor,
and pituitary. It must be remembered that images from the
Br35H dataset were used for the no tumor class. This dataset
is publicly available on Kaggle platform. Figure 5 presents
the dataset classification [29], [30].

The outcome of aDeepLearningmodel can be significantly
impacted by the distribution of classes in the dataset. If there
is a large class imbalance, where some classes have signifi-
cantly fewer examples than others, the model may struggle
to learn the less represented classes. Plotting the ratios of
categories in the dataset can help identify if there is a class
imbalance and guide strategies for addressing it. The ratios
of classes in the used dataset for this study is demonstrated in
Figure 6.

FIGURE 6. Ratios of classes used in the proposed system.

B. DATASET DIVISIONS
The dataset is divided into train and test ratios using the
Sklearn Library of Python. The division of the dataset is as
follows:

• 70% train and 30% test.
• 60% train and 40% test.
• 50% train and 50% test.

C. PREPROCESSING STEP
The first step of the study will involve data preprocessing,
including image normalization and augmentation. We pre-
process the MRI images to make them suitable for model
training. Data normalization is a step in the preprocessing
process that involves setting the mean and standard deviation
of pixel values to 0 and 1, respectively [36], [48]. By adding
new, slightly different versions of the current data, we may
expand the dataset. This is accomplished by performing a
number of modifications to the original data, such as rotat-
ing, scaling, cropping, flipping, or adding noise to photos,
or altering the pitch or tempo of audio files. By exposing a
machine learning model to more varied samples of the same
data, data augmentation aims to increase the generalization
capability of the model, which might prevent overfitting and
increase the model’s accuracy [31]. The model learns to be
resilience to tiny fluctuations in the input by applying random
modifications to the data during training, and hence can
handle unknown data better during testing. To increase the
variety of the training data and enhance model generaliza-
tion, we employed data augmentation techniques including
rotation, flipping, and zooming. The images are resized into
299 × 299 dimensions that is standard size of image for
inceptionv4 model.

D. MODEL TRAINING PHASE
Inception-v4 is a deep transfer learning-based CNN archi-
tecture that was introduced by Google researchers in 2016.
It is a model from the Inception family, which was initially
launched in 2014, which aimed to improve the performance
of CNNs. Convolutional layers (Conv.), pooling layers, and
fully connected layers (FC) are stacked to make up the
Inception-v4 model. The use of an Inception module, a build-
ing block that enables the network to learn both spatial and
channel-wise dependencies within the input data, is the main
innovation of the Inception-v4 model. The Inception module
consists of a combination of 1× 1, 3× 3, and 5× 5 convolu-
tions, as well as pooling layers, which are used for feature
extraction at multiple scales. The Inception-v4 model also
includes several architectural innovations such as the Stem
network, which uses a small set of convolutional layers to
extract features from the input images and reduce their spatial
dimensions. The Reduction modules are specialized modules
that are employed to increase the depth of the feature maps
while reducing their spatial dimensions. Residual connec-
tions are also included, which bypass one or more layers and
allow gradients to flow more easily through the network.

This model uses global average pooling, which averages
the values in each feature map across its spatial dimensions,
producing a single value for each feature map. The network’s
parameter count is reduced because of this pooling procedure,
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FIGURE 7. Implemented sequential CNN architecture for brain tumor.

TABLE 2. The proposed architecture of sequential CNN for brain tumor
classification.

which also helps to avoid overfitting. Finally, auxiliary clas-
sifiers are inserted to the network at intermediate layers,
which improve gradient flow through the network and offer
additional supervision during training. Several image classi-
fications benchmarks, including the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC), were competed

FIGURE 8. The proposed sequential architecture of CNN for brain tumor.

using this model, and it demonstrated state-of-the-art per-
formance. It is an advanced architecture for a variety of
computer vision problems due to its combination of effective
and expressive features [32].

FIGURE 9. The architecture of inception V4 for brain tumor classification.

E. SEQUENTIAL CNN AND INCEPTION V-4
IMPLEMENTATION
The sequential CNN layout for a brain tumor has nine convo-
lutional layers, as demonstrated in Figure 7. The network’s
spatial variance attribute is realized by using an activation
function called RELU or rectified layer unit in these layers
following the convolutional layers max-pooling. To give an
intellectual form of representation and prevent overfitting,
max pooling is employed. Likewise, it reduces the cost of
computation by reducing the amount of parameters. The pool
size (2 × 2) for all max-pooling operations over the whole
network is often referred to as the stride size. The flattening
function added by the pooling function is employed to turn
the frame pixel into a vector column after the ninth convolu-
tional layer. After flattening, the suggested model employs
two completely linked layers. Both completely linked lay-
ers employ the dense function, which has 512 units and
rectified layer units with a drop rate of 30% as activation
functions. The class of the brain image is determined by
the last FC layer. After all the functions have been added
to a sequential model, the call model compiles the function
using three parameters: loss, optimizer, and metrics. During
data training, the weights are repeatedly updated using the
Adam optimizer. The loss and accuracy are then measured
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FIGURE 10. The internal architecture of base block.

as evolution metrics for assessment using categorical cross-
entropy. Figure 8 shows the proposed sequential architecture
of CNN for brain tumor.

F. PROPOSED INCEPTION V4 ARCHITECTURE
The complete Inception v4 network architecture for iden-
tifying brain tumor from stipulated MR data is shown in
Figure 9. Employing parallel multidimensional convolutional
layers, Inception is a deep architecture of CNN. The stem
or base, A, B, C blocks make up the Inception v4 architec-
ture. Two reduction blocks, A and B, are placed after the
initialization blocks A and B. The input for the inception
block is split into four branches, B0 to B3, each of which
comprises convolutional layers. All blocks are listed from
Table 3, along with their branches and convolutional layer
sizes. After integrating the outputs from each block, the flat-
tening and FC layers determine the output class of the input
picture [32].

G. ARCHITECTURE OF BASE BLOCK
The Inception v4 input portion is the schema or base
block, also known as the stem of pure Inception modules.
This stem accepts input images in the 299 × 299 format,
which is the standard layout for Inception V4 as shown in
Figure 10.

IV. PERFORMANCE EVALUATION
Inception-v4 is a deep CNN architecture that was proposed by
Google researchers in 2016. It is an extension of the Inception
models that were first introduced in 2014, which aimed to
enhance the efficiency and accuracy of CNNs. The inception-
v4model comprises a stack of convolutional, pooling, and FC
layers. The key innovation of the Inception-v4 model is using
an Inception module, which is a building block that allows
the network to learn spatial and channel-wise dependencies

TABLE 3. Simulation parameters.

within the input data. The Inception module consists of a
combination of 1 × 1, 3 × 3, and 5 × 5 convolutions and
pooling operations, which are used to extract features at
multiple scales. The Inception-v4 model also includes several
architectural innovations, such as the Stem network, which
uses convolutional layers to extract features from the input
images and reduce their spatial dimensions. The Reduction
modules are specialized modules that are used to reduce the
spatial dimensions of the feature maps while increasing their
depth. Residual connections are also included, which bypass
one or more layers and allow gradients to flow more quickly
through the network. Table 3 defines the model’s parameters
with their description.

The importance of Inception-v4 for brain tumor classifica-
tion lies in its ability to extract and learn complex features
from input images, which can be used to accurately clas-
sify diverse types of brain tumor. In our study, we used the
pre-trained InceptionV4 model, which has been trained on
the ImageNet dataset for image classification. The proposed
model is trained on the dataset for 50 epochs, with a batch
size of 32. All 3 ratios are used for the model training and
results are evaluated using different evaluation metrics. With
a learning rate of 0.001 and a decay rate of 0.0001, the model
is optimized using the Adam optimizer. We also used early
stopping to prevent overfitting, based on validation loss. Fine-
tuning is a technique that involves taking a pre-trained neural
network, in this case Inception-v4, and updating its weights
to adapt it to a new task or dataset. In the context of brain
tumor detection, fine-tuning Inception-v4 involves taking the
pre-trained model and updating its weights on a new dataset
of brain MRI images, which allows the model to learn to
recognize the specific features and patterns associated with
brain tumor. The values of hyper parameters of proposed
model are listed in Table 3.
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A. CLASSIFICATION AND MODEL EVALUATION
After training the InceptionV4 model on the using the dis-
cussed hyper-parameters, the next step is to evaluate its
performance on the test dataset and classify the brain tumor
into their respective categories. To do this, we applied the
pre-trained model to predict the test pictures’ class labels
and compared those predictions to the ground truth labels
to derive several assessment measures, including accuracy,
precision, recall, and F1-score. When a model is tested, its
performance on a different test set that was not used during
the training phase is assessed. This is crucial to make sure
the model is not overfitting to the training data and has
learnt to generalize to new, unexplored data. We evaluate
the performance of the InceptionV4 model using validation
data. For each class, we additionally evaluate the model’s F1
score, recall, accuracy, and precision. The effectiveness of the
model at various thresholds was further evaluated using the
receiver operating characteristic (ROC) analysis.We compare
the performance of InceptionV4 to other innovative models
described in the literature in order to assess its potential for
the identification and classification of brain tumors. Incep-
tionV4 performed better than other models when it came to
accuracy, precision, recall, and F1 score.

1) CONFUSION MATRIX
The Matrix is one of the most simple and natural ways to
assess the model’s accuracy and accuracy. It is used to tackle
problems involving categorization in which the result can be
separated into two classes.

2) CLASSIFICATION ACCURACY
Accuracy in problems of classification refers to the total num-
ber of correctly predicted events across all the classes. It can
be calculated using the confusion matrix using equation 1.

Accuracy =

(
Correctly Classified Records

Total Records

)
× 1 (1)

3) PRECISION
In contrast to the confusion matrix, the precision matrix
shows the proportion of accurate predictions for positive
occurrences. Being specific is the core of precision. So, even
if we were only able to accurately identify one case of can-
cer, we would still be 100% accurate. The precision in the
proposed methodology is computed using equation 2.

Precision =
TP

TP+ TF
(2)

4) SENSITIVITY
A measure of true positives and genuine positive, are com-
pared to false negatives is called sensitivity. When ‘‘cancer’’
is the response, the recall concentrates more on compiling
every case. It means recall is not so much focused on correct
predictions so, if each case will be referred to as ‘‘cancer,’’
we will have a 100% recall rate. The sensitivity is computed

using equation 3.

Sensitivity =
TP

FP+ FN
(3)

5) SPECIFICITY
The fraction of cases that the model categorized as
non-cancerous but those did not yet have illness is known
as specificity. The recall is the polar opposite of this using
equation 4.

Specificity =
TN

TN + FP
(4)

6) F1 SCORE
We do not want both Recall and Precision in our accounts
while building a model to tackle a classification challenge.
Therefore, it would be ideal (R) if we could obtain a single
score that accurately reflects both precision (P) and recall
(R). The harmonic mean of recall and precision is a form of
average if x and y are equal. However, if x and y are not equal,
the smaller figure resembles the lower number more closely
than the bigger number. It can be calculated using equation 5.

F1Score = Harmonic Mean (Precision,Recall) (5)

7) ROC
Graphically, a receiver operating characteristic (ROC) curve
shows how well a classification model performs. It is a plot
of the true positive rate (TPR) against the false positive rate
(FPR) for different classification levels. The ROC curve may
be used to assess the effectiveness of the model in identify-
ing tumor and differentiating between various tumor kinds
when classifying brain tumors using the Inception-v4 model.
By analyzing the curve and calculating the AUC, it is possible
to assess the accuracy of the model and identify areas for
improvement.

B. EXPERIMENTAL SETUP
We utilize a corei5 7th generation system with 16 GB of
RAM, 512 GB of SSD storage, and a 4 GB Nividia GPU
for simulation purposes. Anaconda and a Jupyter notebook
running Python 3.9 are the tools employed for simulation.
Various libraries are used during simulation process includ-
ing pytorch, TensorFlow, Keras, Pandas, Matplotlib etc. The
dataset was loaded and split into different ratios for testing
the model effectiveness in different scenarios [35].

C. ABOUT DATASET
In image processing, retrieving a picture from a source
(hardware-based source) is a generally called image acqui-
sition. The initial phase is image collecting, which entails
gathering MRI images of three categories of tumors and
standard brain images. We used a publically available data
set of brain tumors. The dataset combines three brain tumor
datasets, including figshare, SARTAJ dataset, and Br35H,
and contains 7063 images of human brain MRI scans. The
dataset is classified into four classes: glioma, meningioma,
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FIGURE 11. Training and validation accuracy of 70-30 ratio.

FIGURE 12. Training and validation loss of proposed model on 70-30
ratio.

no tumor, and pituitary. It is important to note that the no
tumor class images were taken from the Br35H dataset.
This dataset is publically available on the Kaggle platform.
Figure 2 presents the dataset classification.

The dataset is divided into different train and test ratios,
which are as follows:

• 70% train and 30% test.
• 60% train and 40% test.
• 50% train and 50% test.

D. EXPERIMENTS
We perform the experiments in three sections based on the
dataset presented in section C.

E. EXPERIMENT 1
70 percent of the data, chosen at random, were used to train
the proposed Inception v4 model, and 30 percent of the data
were used to assess the model. The training accuracy of the

FIGURE 13. Confusion matrix for 70-30 ratio.

TABLE 4. Classification report of 70-30 ratio.

proposed model was 98.9% while validation accuracy of the
model on this ratio is 97.3%, which means that 97.3% of
the samples in the testing set were correctly identified and
classified by the model. The training and validation loss of
model was also plotted. The implied Inception v4 model’s
training and validation accuracy is shown in Figure 11 for
this ratio.

As illustrated in Figure 12 the proposed inception v4
achieved a handsome rate of on proposed data set. The
model’s validation loss is 0.13%, an exceptionally low value
that shows the model is functioning effectively on the set that
was tested. The training and validation losses of the suggested
model on the 70-30 ratio are shown in Figure 12.

On the X-axis, the epoch count is shown, while the
Y-axis shows the training and validation loss. The loss
amount changes based on learning rate. If the learning rate
is small, the loss value slowly decreases. We also evaluate
proposed model by using confusion matrix that is illustrated
in Figure 13. The model has a high true positive rate, a low
true negative rate, and extremely few false positives and false
negatives, as demonstrated by the below confusion matrix.

As illustrated in this Figure 13 the confusion matrix chart
where the examples in a projected class are represented by
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FIGURE 14. ROC for the model for 70-30 ratio.

TABLE 5. Values of sensitivity and specificity of 70-30 ratio.

the column, and the cases in the class label are represented
by the row. Values only on the matrix diagonal display the
correct predicted, whilst values outside the diagonal display
the incorrect prediction. The evaluation of the model using
the classification report can provide a more detailed under-
standing of the performance of the model for each class.
The classification report comprises metrics for each class,
including the overall weighted average of these metrics as
well as accuracy, recall, and F1-score. The values of all these
parameters are presented in Table 4.

From this classification report, we can see that the model
has precision, recall and F1 score values for all classes of
brain tumor. The overall average accuracy for this testing set
is 0.97%, which indicates that the model is performing well
overall. Figure 14 illustrates the receiver operating character-
istic (ROC) curve for this testing ratio by plotting TPR vs the
FPR for various threshold values. We used the one versus rest
for plotting ROC and select the average curve from all. The
ROC curve is above the diagonal line, which indicates that
the model is performing better than a random classifier. The
area under the curve (AUC) for this ROC curve is 0.972%,
which is quite high and indicates that the model is performing
well.

Sensitivity and specificity are also important metrics to
consider when evaluating a classification model. In contrast
to specificity, which measures the proportion of real nega-
tive cases the model properly identifies, sensitivity measures
the proportion of true positive situations. Table 5 presents
the sensitivity and specificity along with training and val-
idation accuracy of proposed model on 70-30% ratio of
data.

FIGURE 15. Training and validation accuracy of the proposed model on
60-40 ratio.

FIGURE 16. Training and validation loss of model for 60-40 ratio.

F. EXPERIMENT 2
The suggested model was further tested employing 60% and
40% to see how changing the training and validation ratios
affected model’s effectiveness. The training and validation
accuracy of the model on this ratio is 99.6% and 98.7%
respectively, which is slightly higher than the previous data
ratio. The validation loss of the model is 0.17, which is
slightly lower than the previous data ratio. Figure 15 illus-
trates the training and validation of proposed inception v4
model on 60-40 ratio of data.

The proposed Inception v4model’s training loss is 0.13 and
validation loss is 0.17 as shown in Figure 16. The confusion
matrix of model on 60-40 ratio is presented in Figure 17 for
finding the more insights of model predictions on unseen
data. As can be observed, the model still exhibits high true
positive and true negative rates, but compared to the prior
data ratio, there are a little bit fewer false positives and false
negatives.
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FIGURE 17. Confusion matrix of proposed model for 60-40 ratio.

TABLE 6. Classification report of model for 60-40 ratio.

As discussed earlier, by utilizing the classification report
to evaluate the model can offer a more comprehensive com-
prehension of its performance for each class. By presenting
precision, recall, and F1-score metrics for every class, as well
as the overall weighted average of these metrics, the classi-
fication report furnishes an in-depth analysis of the model’s
efficiency. The Table 6 presents the values of all these
parameters.

In the presented table, we can see that the proposed
inception v4 model has achieved a sensitivity of 0.98 and
a specificity of 0.99. This means that the model correctly
identified 98% of the positive cases and 99% of the negative
cases. When evaluated with test data, a high sensitivity shows
that the model is effective at identifying the brain tumor.
A low sensitivity means that there is a higher chance that
the model may misclassify the input data, which can be
problematic, particularly when it comes to medical diagnosis.
The proposed model is also evaluated on the basis on ROC
curve for analyzing the effectiveness of model on test data.
The ROC curve of the proposed model on 60-40 ratio is
illustrated in Figure 18.
A Deep Learning model’s sensitivity and specificity are

essential measures used to assess its performance. Sensitivity,
also known as recall or the actual positive rate, measures the
percentage of genuine positive cases correctly identified by
the model. The proportion of actual negative that the model
accurately identifies as being negative, is measured as speci-
ficity. Table 7 explains the sensitivity, specificity, training,
and validation accuracy for 60-40 ratio.

FIGURE 18. Training and validation accuracy of the model on 50-50 ratio.

TABLE 7. Values of sensitivity and specificity of 70-30 ratio.

As illustrated in Figure 8, the ROC shows a false positive
rate and true positive has maximum value of 1.0. The red
line depicts AUC of proposed model that has a high value
of 0.98 from range of 1.0.

G. EXPERIMENT 3
The results of training and evaluating a model on a 50-50
split of data set to see the insights of model performance.
The results obtained from the evaluation metrics, including
training and validation accuracy, confusion matrix, classifi-
cation report, and ROC curve will be covered in this section.
One important parameter used to assess the model’s ability
to predict is its accuracy on the training and validation sets
of data. The training accuracy is obtained on the training set
during training, while the validation accuracy is the accuracy
obtained on the validation set during training. The training
and validation accuracy of proposed model of 50-50 ratio is
illustrated in Figure 19.

In this study, we discovered that the model had an 89%
training accuracy and an 88.4% validation accuracy. The
model performs well in terms of its capacity to produce accu-
rate predictions, but less than in earlier tests, according to the
relatively high values of both measures. Figure 20 displays
the training and validation loss of the suggested model on the
50-50 ratio.

The confusion matrix, as previously explained, provides
a summary of the model’s performance by indicating the
number of TP, TN, FP, and FN. The proposed model for a
50-50 split is shown in confusion matrix form in Figure 21.
The relatively high values for both true positives and true
negatives but as compared to the other ratios of data themodel
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FIGURE 19. Training and validation loss of model on 50-50 ratio.

FIGURE 20. Training and validation loss of model on 50-50 ratio.

FIGURE 21. Confusion matrix for 50-50 ratio model.

is not performing well. So, this data division is not good for
the proposed model.

To assess the value of precision, recall and F1 score we use
the classification report that shows the values of these param-
eters for all categories of brain tumor used in the proposed
dataset. The classification report for the 50-50 data partition
proposed inception v4 model is shown in Table 8.

FIGURE 22. ROC of the proposed model for 50-50 ratio.

TABLE 8. Classification report of model for 50-50 ratio.

FIGURE 23. ROC of the model on 60-40 ratio.

As shown in Table 8 the proposed model on 50-50 ratio
is not performing well on the detection of Meningioma and
Pituitary tumor that is the reason of less accuracy of model on
this ratio. This model is also evaluated on ROC curve as oth-
ers. The ROC curve of the proposed model is demonstrated
in Figure 23.
The sensitivity and specificity of proposed model on this

ratio along with training and validation accuracy is presented
in Table 9.
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FIGURE 24. Comparison of proposed models.

TABLE 9. Sensitivity and specificity of 50-50 ratio model.

The proposed model performance as presented in table 4.6
has achieved 91 and 93 percent sensitivity and specificity
values, respectively. We can see that the proposed model on
this ration achieved low level of sensitivity and specificity as
compared to other experiments.

H. RESULTS COMPARISON
The proposed inception V4 model experiments are com-
pared for finding the best model. The performance of all
experiments on the basis on accuracy and other metrics are
illustrated in Figure 24.
As shown in Figure 25 the data ratio of 60-40 achieved

a higher level of accuracy and other metrics values. So, the
60-40 ratio model outperformed other models in the identifi-
cation and classification of different brain tumors.

The proposed model for the detection and classification
of brain tumor from MRI images is also compared with

previous techniques discussed in chapter 2. After the anal-
ysis and comparison based on different metrics, we found
that the Inception V4 is effective and outperformed previous
machines and Deep Learning models. Deep convolutional
neural network Inception v4 was created to offer superior
accuracy in image classification tasks. Due to its distinctive
design, it has performed better than previous versions. The
comparison of the suggested model with existing models for
the identification of brain tumors is shown in Figure 25.

In this part, we evaluate how well the proposed Incep-
tion v4 model for classifying brain tumors performs in
comparison to other suggested Deep Learning models. This
section aims to demonstrate insights into the advantages and
strengths of the Inception v4 model in acquiring high accu-
racy in the proposed problem. The deep models have been
widely used in medical image analysis; they heavily rely on
themanual extraction of features. It may hinder their ability to
detect subtle differences and complicated patterns in the data.
The Inception v4 model, on the other hand, automatically
learns structure from the unprocessed input data, allowing
it to effectively capture intricate features that are crucial for
accurate brain tumor classification.

The Deep Learning model CNN employs a convolutional
architecture like the Inception v4 model. However, it utilizes
a shallower network with fewer layers and parameters. The
deeper architecture of the Inception v4 model allows it to
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FIGURE 25. Comparison of proposed model with sequential CNN.

TABLE 10. Result from comparison with sequential CNN.

FIGURE 26. Comparison of proposed model with sequential CNN.

acquire greater abstraction and discriminatory features from
incoming images. The highly deep architecture of Inception
v4 model allows for better representation learning, result-
ing in improved performance compared to CNN. Table 10
presents the comparison of other proposed models with
inception v4.

I. RESULTS COMPARISON WITH OTHER STATE OF ART
MODELS
This research focused on using transfer learning models such
as VGG16, ResNet50 and InceptionV3 for Brain Tumor
detection. Proposed approach to brain tumor detection stands
out for its good performance specifically for tumor detection.
Through extensive experimentation, a custom architecture
that includes advanced data augmentation techniques, care-
fully applied custom layers, and set some model checkpoints

FIGURE 27. Boxplot of prediction probabilities by true class.

FIGURE 28. Comparison of model accuracies.

FIGURE 29. Model accuracies over epochs.

has been developed. By freezing some layers of Inception
V4 and fine-tuning others leads to optimal results. Moreover,
proposed architecture ensures this architecture adopts the
complexities of brain tumor images. So, this iterative process
allowed to continually refine and improve the architecture
which leads to better results.

First of all, a simple iteration in which only dense
layer with 128 units and ReLU activation along with
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FIGURE 30. Proposed model performance evaluation using heatmap.

FIGURE 31. Comparison with state-of-the-art approaches using Linechart.

FIGURE 32. Model comparison using performance metrices.

only 10 Epochs was chosen and resulted in 0.85 accuracy.
After data augmentation with an increase in custom layers

such as adding the Dense layer with 512 units along with
dense layer with 128 units and also applying batch normal-
ization improved the performance. In the start of the training
ResNet50 showed some potential, its return the accuracy of
0.73 only on 20 epochs but after refining and increasing
the epochs its accuracy drops so for this dataset VGG16,
InceptionV3 outperformed the Resnet50 model.

InceptionV4 showed the remarkable results with the cus-
tom architecture. It started from 0.52 to 0.79 in just 20 epochs
after fine-tuning in the same way just 30 epochs it achieved
the accuracy of 0.84 and in 50 epochs it attained highest
accuracy of 0.987.

V. CONCLUSION AND FUTURE WORK
A. CONCLUSION
The results of the research demonstrate the success of the
anticipated brain tumor classification approach, which is
based on the Inception v4 model trained on MRI scans.
The proposed system for brain tumor classification, utilizing
the Inception v4 model trained on MRI images, has yielded
exceptional results with an accuracy of 98.7%. This accuracy
outperforms earlier DL-leading models in the field, high-
lighting the effectiveness of the Inception v4 architecture for
accurate detection of brain tumor and classify their class.
The success of the proposed system can be accredited to
two key factors: the utilization of a powerful Deep Learning
architecture and the availability of a diverse and well-curated
dataset.

The Inception v4 model’s architecture is designed to
extract relevant features from images, enabling accurate clas-
sification of brain tumors. Its combination of 1×1, 3×3, and
5× 5 convolutions allows it to capture both fine-grained and
high-level features, contributing to its superior performance.
The model’s ability to recognize complex architectures and
discriminate between different tumor types has been a key
factor in achieving the high accuracy rate. Moreover, the
availability of a diverse and well-curated dataset has played a
noteworthy role in the achievement of the proposed system.
A diverse dataset ensures that the model is exposed to a
wide range of tumor variations, enabling it to generalize
well to unseen images. The inclusion of a large number of
images in the dataset enhances the model’s ability to learn
robust representations, improving its accuracy in real-world
scenarios.

B. FUTURE WORK
Future research ought to concentrate on enhancing the
model’s predictability. Deep Learning models are often con-
sidered black boxes due to their complex architecture. The
adoption of explainable AI techniques can provide light on
the model’s process of making decisions making it more
transparent and interpretable for medical professionals. Tech-
niques such as saliency maps or attention mechanisms can
highlight the regions in the MRI images that contribute
most to the classification, aiding in the understanding and
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acceptance of the model’s predictions. Our study focused
on MRI images, there are other imaging modalities that can
provide complementary information for brain tumor classi-
fication, such as functional MRI (fMRI) or diffusion tensor
imaging (DTI). Future work can explore the integration of
multi model data to improve the accuracy and robustness of
the system. Fusion techniques, such as combining features
from different modalities or training joint models, can lever-
age the strengths of eachmodality and potentially enhance the
diagnostic capabilities of the system. We can further advance
the proposed brain tumor classification system by addressing
these areas of future work.
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