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**Abstract**

This study inspects the empirical association between inflation instability, GDP growth volatility, and the environmental quality in Pakistan, covering the period 1975-2018 by using an asymmetric autoregressive distributed lag (ARDL) methodological approach. The asymmetric ARDL results document that positive and negative shocks of inflation instability have different effects on environmental quality. Negative shocks of inflation instability have a positive influence on carbon dioxide emissions (CO2) and nitrous oxide emissions (N2O), while positive shocks of inflation instability have insignificant effects in the long run. Asymmetric findings also suggest that positive and negative fluctuations in GDP growth volatility affect CO2 and N2O emissions differently, while they have insignificant results on methane emissions (CH4) in the long run. Additionally, in the short-run, positive and negative shocks of inflation instability and GDP growth volatility behave differently in terms of their impact on pollution emissions. Based on these findings, the study opens up innovative intuitions for policymakers to support a robust role of economic stability in attaining targets relevant to pollution reduction.
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**Introduction**

The evolution process of the Pakistan economy has been considered by large periods of contractions, brief recessions, unstable GDP growth, and exchange rate volatility, since the 1970s. The country has experienced prolonged macroeconomic instability[[1]](#footnote-1) by following unstable economic policies, fiscal and monetary, over prolonged periods. During their chronic instability periods, the normal developing country exhibited extreme and persistent budget deficits, high inflation rates, credit constraints in the financial sector, and high debt to GDP ratios. As a result, the country has been suffering from substantial macroeconomic instability records, severe and volatile rates of inflation, dramatic slowdowns of its economic activity, and a low economic growth record concerning South Asian countries. According to the Asian Development Bank (ADB), the inflation rate was the highest in Pakistan at 7.3%, followed by Bangladesh (5.5%), Nepal (4.6%), India (3.5%), and Sri Lanka (3.1%), while GDP growth rate was the highest in Bangladesh at (8.1%), followed by Nepal (7.1%), India (6.5%), Pakistan (3.3%), and Sri Lanka (2.6%) in South Asia (ADB 2019). Based on such an economic performance, environmental pollution is expected to be affected by the presence of macroeconomic instability in Pakistan (Khan 2019).

Over the past 50 years, Pakistan has faced macroeconomic instability in the form of inflation, while the country has managed to avoid extreme inflation. In response to inflationary pressures, the State Bank of Pakistan has only managed to cut the discount rate so as to promote domestic investment, necessary to achieve economic growth, with this policy being ignoring its environmental impact. However, the coutnry had to cope with serious loopholes in its policies. Fundamentally, environmental pollution is a continuing problem. There is no doubt that the country has been characterised as one of the leading carbon emitters in the South Asia region with 0.82 million tons, which signifies the second highest emitter after India. Pakistan has been ranked 16 out of 48 countries across Asian economies, while it ranked 42 out of 198 across world economies (World Bank, 2019).

Α bulk of empirical studies have examined various determinants of carbon emissions worldwide, with the nexus of energy-GDP and environment being one that has been extensively debated. The results document that energy consumption is responsible for carbon emissions in an economy (Asghar et al. 2019; Mohsin et al. 2019; Lin and [Raza](https://www.sciencedirect.com/science/article/pii/S0959652619305013#!) 2019). Another assumption drawn from these empirical studies suggests that environmental quality expands with higher levels of economic growth (Alam et al. 2012; Ahmad et al. 2016; Rahman and Kashem 2017; Wang et al. 2017), while many other studies have also considered several variables, for instance, industrialization, urbanization, FDI, trade, energy consumption, human development, transportation, corruption, and governance in the relevant link. It is obvious that these indicators have a vital role to play in environmental quality. Similarly, macroeconomic instability also performs a fundamental role in environmental pollution emissions. A sound and stable economic system should help in boosting the country’s environmental quality.

It is observed that financial stability has an imperative role in environmental quality. Based on the theoretical background, a sound financial sector encourages economic growth by inviting FDI into the domestic economy. Foreign investors employ clean and green energy consumption that is more efficient as compared to local investors, particularly in emerging and developing economies (Shahbaz 2013; Khan 2019). Similarly, macroeconomic stability in the finance sector not only helps investment business activities by making finance capital inexpensive but also enters those firms that damage the environment by charging penalty fees and reducing their access to formal lending (Nasreen et al. 2017). The literature also infers that the development of stock markets is a gateway for environmentally friendly technologies that substantially affect energy consumption and carbon emissions. Thus, a stable finance sector performs an imperious role in monitoring carbon pollution by encouraging the adoption of advanced technologies in the energy sector (Shahbaz 2013).

However, a different strand of school argues that macroeconomic stability performs a twofold role in decreasing carbon pollutants. On the contrary, it can improve economic growth and lower carbon releases by assigning more economic resources to ecologically friendly ventures. On the contrary, a stable macroeconomic system can limit nonrenewable energy for those firms which discharge more waste in the environment (Hanif and Gago-de-Santos 2017). Also, a stable macroeconomic system can play a vital role in supporting the supply side of environmentally friendly infrastructure by providing more global warming incentives. Whereas, on the other hand, there is another strand in the literature postulating that macroeconomic stability stimulates carbon emissions by minimizing the role of liquidity constraints and enlarging economic growth leading to improved non-clean energy consumption and more CO2 emissions (Ahmad et al. 2018). Furthermore, macroeconomic stability makes it easier for consumers to purchase household durable goods and services, such as automobiles, home appliances, air conditioners, and others, which increase carbon emissions (Khan 2019). They also revealed that a stable economic situation not only enhances economic growth in the long run but also helps economies to reduce their carbon footprint, while enhanced stability in the financial sector allows producers to access low-cost financing and grow their production levels, generating positive spillovers to energy consumption and carbon emissions (Baloch et al. 2018). In constrast, macroeconomic instability is a source of environmental pollution, since both fiscal and monetary problems tend to become core issues for those economies (Gough and Meadowcroft, 2011). Another potential cause is that macroeconomic uncertainty limits the entry of firms, contributing to lower production, along with lower carbon emissions (Rousseau and Wachtel, 2002). In an unstable macroeconomic environment, both public and private investors are small to invest in clean and green technologies, since the predictable payment is highly uncertain. Similarly, macroeconomic instability also affects both consumers and producers which improves environmental quality, implying that macroeconomic instability is also correcting the associated environmental quality; as a result, a positive link between macroeconomic instability and environmental quality is established.

However, there is a large controversy in the relevant environmental literature on whether macroeconomic uncertainty has positive or negative spillovers to environmental pollution. The current bulk of empirical literature is silent about the nonlinear association between macroeconomic uncertainty and environmental pollution across the globe. Therefore, some previous environmental studies have focused on macroeconomic instability indicators, i.e. inflation uncertainty (Khan 2019), financial uncertainty (Shahbaz 2013; Nasreen et al. 2017; Baloch et al. 2018), and economic uncertainty (Hanif and Gago-de-Santos 2017); all these studies have employed linear ARDL methods that give rise to the biased results problem. The main issue that applies to Khan’s study, as well as to all previous literature, assumes that the effects of inflation instability on environmental pollution are symmetric, implying that if an X% increase in inflation instability deteriorates environmental pollution by Y%, then a X% decrease in inflation instability should improve environmental pollution by Y%. This need not be the case, however, since inflation instability, finance instability, and GDP growth volatility could all change in an asymmetric manner, implying that the effects of positive shocks on the relevant variable could be different from the negative shocks on environmental quality. However, given that macroeconomic uncertainty variables could have an asymmetric behavior with respect to environmental pollution, this is a study that contributes to the literature by inspecting the asymmetric effects of macroeconomic uncertainty on environmental quality by using a time series dataset from the Pakistani economy, spanning the period 1975-2018. This study pays consideration to the environmental literature in the subsequent ways. It captures macroeconomic uncertainty dynamics by using the non-linear or asymmetric ARDL methodological approach. There is a small number of studies on the macroeconomic uncertainty-environmental quality nexus; however, this study provides new empirical insights to the literature by being the first study on the Pakistani economy that considers the presence of non-linear (asymmetric) effects. Second, since the inflation rate is in double-digit, while GDP growth is highly volatile in the case of Pakistan, the importance of inflation instability and GDP growth rate volatility as asymmetric determinants of environmental pollution has significantly gained a certain momentum. Therefore, the asymmetric analysis will reduce the bias and generate more significant and superior outcomes in environmental economics that are hidden in the case of the symmetric model. This phenomenon is now a new part of environmental economics in this country, as well as in a global fashion. Finally, the study also allows us to recommend certain policy implications concerning the role of macroeconomic policies in importance to their influence on environmental quality in the case of Pakistan and potentially other developing countries.

The remaining study is ordered as follows. Section 2 offers a background of the literature. Section 3 describes methodologically the econometric method while providing a detailed data description. Section 4 presents the empirical results and discussions, while Section 5 sum up the findings and offers certain policy implications.

**Literature review**

The literature focuses on the analysis of the relationship between macroeconomic instability and pollution emissions. Therefore, the prime conjecture is that higher levels of macroeconomic instability precipitate the postponement in the investors’ planning of investments and, consequently, impede the evolution from fossil- to non-fossil-based energy consumption. Hence, it manifests a direct association between economic instability and carbon emissions.

Considering the first part of the related literature, i.e., the bidirectional nexus between economic growth and environmental degradation, a bulk of empirical evidence is available for both developing and developed economies. Grossman and Krueger (1991) present a seminal study on environmental quality for the case of Mexico-city. They highlight that the non-linear relationship between the income-environmental pollution nexus for Mexico City. Furthermore, they argue that in order to encourage economic growth at the earlier stages, economies deploy their energy inputs very intensively. This surges the emissions of carbon dioxide, consequently, worsening environmental quality. Moreover, Hanif and Gago-de-Santos (2017) document that stronger economic growth has a significant effect on environmental degradation in the case of developing economies. Furthermore, they also reveal that macroeconomic instability generates negative externalities that stimulate harmful effects on the environment in the case of developing economies. However, after achieving a specific threshold level, it becomes possible for them to use clean energy production methods that are environmentally-friendly on account of higher ratios of income. As a result, the emission of harmful gases declines and environmental quality enhances (Usman et al., 2020). Thus, the mixture of these two competitive effects indicates that the association between economic growth and environmental degradation bears a resemblance to a non-linear shape. Shafik and Bandyopadhyay (1992) are the first to employ panel data for 149 countries, spanning the period 1960-1990, to inspect the rationality of the environmental Kuznets curve (EKC) proposition; their results support the invalidity of this hypothesis. Similarly, Carson et al. (1997) conduct a country-based study to investigate the dynamic association between economic growth and CO2 emissions. Using data from the 50 US states for the period 1988-1994, their findings validate the EKC hypothesis.

The subsequent studies advance the scholarly disagreement on the presence of the EKC hypothesis across different economies (Al-Mulali et al., 2015; Sinha et al., 2017). These studies can be classified into two major strands. The first includes those that are in favour of the increase in the argument that economic growth leads to the enhancement of ecological quality (Nasir and Rehman, 2011; Ahmed and Long, 2012; Wang et al., 2017; Balaguer and Cantavella, 2018). However, the studies in the second strand conclude that the EKC proposition does not exist (Halicioglu, 2009; Ozturk and Acaravci, 2010; Alshehry and Belloumi, 2015; Ozturk and Al-Mulali, 2015). However, we wonder how the results of both strands can be justified and the relevant conflict can be resolved. To solve this puzzle, Baek and Kim (2013) and Khan (2019) explain that on account of different biophysical, economic, political and social factors, both variables demonstrate the different relationships across different economies during the process of economic growth. In other words, we are unable to generalize the results concerning an economy based on specific environmental indicators coming from other economies. Moreover, Shahbaz (2013) inspects the effects of financial instability on carbon emissions using data from Pakistan over the period 1971-2009. His findings document the rationality of the EKC proposition, while Nasreen et al. (2017) find similar results for the case of the South Asia region, with their results displaying that financial stability improves environmental quality. Baloch et al. (2018) show that financial instability has an insignificant effect on carbon emissions in Saudi Arabia, while Fredriksson and Svensson (2003) provide supportive evidence that political instability exerts a negative effect on environmental regulations, albeit a positive effect in the case when the country enjoys political stability.

Furthermore, the pertinent literature also reports that different scholars deploy different covariates for checking the validity of the EKC hypothesis. For instance, Soytas et al. (2007) and Alam et al. (2012) use a bivariate framework which suffers from reduced reliability and accuracy of the relevant studies (Balaguer and Cantavella, 2018). To overcome this problem, the subsequent strands of evidence commence controlling the dynamic impact of certain macroeconomic determinants, while seeking to validate the nexus between economic growth volatility and environmental deterioration. Energy consumption plays an essential role in attaining economic growth in the current era, while on the other hand, energy consumption produces pollution emissions due to the consumption of non-renewable resources (Shahbaz, 2013; Dogan and Turkekul, 2016). Other common covariates employed are those of trade openness (Atici, 2009; Halicioglu, 2009), urbanization (Soytas et al., 2007; Jafari et al., 2012; Farhani and Ozturk, 2015), industrialization (Ullah et al., 2020), financial development (Jalil and Feridun, 2011), and macroeconomic instability (Khan, 2019).

Additionally, the uncertainty has to do with economy-specific features that potentially it impacts on the macroeconomic environment. Overall, the macroeconomic uncertainty or instability is proxied by the uncertainty in inflation (Heylen and Pozzi, 2007) that hampers the growth process through reduced capital formation, savings and total factor productivity (Fischer, 1993). Moreover, the economy endures the postponement in long-run investment projects on account of extensive levels of uncertainty in inflation, with one of these projects being the conversion of non-renewable energy to environmentally-friendly renewable energy production. Furthermore, macroeconomic instability brings the depletion in research and development (R&D) finance that is indispensable to introduce energy-efficient appliances, thus, promoting the environmental degradation. All this discussion indicates that macroeconomic unsustainability can affect economic activities and environmental quality through direct and indirect channels. Therefore, the results reveal that macroeconomic instability raises pollution emissions in developing countries (Khan, 2019), thus ensuring that economic, political, and financial uncertainty in the macroeconomic environment also affects environmental pollution.

Focusing on the economic growth strand of the literature, many empirical studies have explored the nexus between uncertain inflation and economic growth on both theoretical and empirical basis[[2]](#footnote-2). In theoretical-based studies, Lucas (1973) assumes that the production factors become less efficient due to price instability, stemming from inflation uncertainty that makes the economic activities sluggish; consequently, it slows down long-run economic growth, hence attains environmental quality. Similarly, Pindyck and Solimano (1993) suggest that both kinds of uncertainties (i.e., inflation uncertainty and political uncertainty) influence investment projects, while they claim that investors require a higher rate of return for their projects due to the associated uncertainties, thus, discouraging capital formation and economic growth and improving environmental quality. Certain empirical studies also support the argument of an adverse nexus between inflation uncertainty and capital formation. For instance, deploying data from the US for the period 1962-1999, Byrne and Davis (2004) assess the dynamic association between inflation unsustainability and foreign investments. Their findings illustrate the accumulation of capital contracts when inflation gets more uncertain. Similarly, Grier (2005) advocates the presence of adverse effects of volatile inflation on physical capital formation in 21 Sub-Saharan African economies during 1970-2000[[3]](#footnote-3). Additionally, Alola et al. (2019) find that a high inflation regime in a positive influence on environmental quality in coastline Mediterranean countries with low carbon emissions especially in the long-run.

Exploring the direct influence of inflation uncertainty on economic growth, Friedman (1977) presents the fundamental notion that the mechanism of resource allocation endures the adverse distortion on account of unexpected changes in inflation; hence, it results in reducing the pace of economic growth. In addition, researchers examine this relationship using different datasets across different economies. For example, Grier and Perry (2000) evaluate the dynamic nexus and report that the growth of the US economy declines due to the deleterious effects of the volatility of inflation uncertainty. Likewise, Fountas et al. (2002) reach similar findings for Japan. By contrast, Fountas and Karanasos (2007) use a dataset from the G7 economies and provide evidence that inflation uncertainty has mixed effects. To illustrate, the growth rate of Canada and Japan gets the benefits, while the US, the UK, and Germany go through lower growth, with the output in France and Italy remaining stable when fluctuations in inflation occur. This infers that inflation uncertainty indirectly affects the environmental quality in advance economies.

Overall, the discussion presented above highlights that macroeconomic instability affects environmental pollution through the channels of GDP growth volatility and inflation variability, implying that macroeconomic instability can affect environmental quality through increasing CO2 emissions (Khan 2019); however, this effect has not been explored before in an asymmetric framework. It is worth inspecting the presence of asymmetric or non=linear effects of macroeconomic instability on pollution emissions in the case of the Pakistani economy.

**Model and Methodology**

This section first develops a model based on the previous literature. Given that the goal is to explore the impact of inflation uncertainty and GDP growth rate volatility on environmental quality, the latter (EQ) is proxied by a set of dependent variables such as methane, carbon & nitrous oxide emissions, while the independent variables include inflation uncertainty, GDP growth volatility, and financial development (INFinstab, GDPvolat, FD, respectively):

$EQ\_{t}= α\_{0}+ α\_{1}INFinstab\_{t}+α\_{2}GDPvolat\_{t}+ α\_{3}FD\_{t}+v\_{t} (1)$

Where vt is a white noise error term. However, the above specification would only give us long-run coefficients estimates and, therefore, to obtain short-run coefficients estimates, we make use of the method recommended by Pesaran et al. (2001) rewriting Equation (1) in error correction pattern as below:

$$ΔEQ\_{t}= α\_{0}+ \sum\_{i=1}^{p}π\_{i}ΔEQ\_{t-i}+ \sum\_{i=0}^{p}η\_{i}ΔINFinstab\_{t-i}+ \sum\_{i=0}^{p}θ\_{i}ΔGDPvolat\_{t-i}+ \sum\_{i=0}^{p}ψ\_{i}ΔFD\_{t-i}+ φ\_{1}EQ\_{t-1}+ φ\_{2}INFinstab\_{t-1}+ φ\_{3}GDPvolat\_{t-1}+ φ\_{4}FD\_{t-1}+ u\_{t} (2)$$

Equation (2) is commonly known as the ARDL model, it possesses certain advantages over other methods. Its foremost advantage is that we can get both short-run, as well as long-run results from a single equation. The coefficients linked with “∆” signs are short-run estimates, whereas coefficients $φ\_{2}$--$φ\_{4}$normalized on $φ\_{1}$signify long-run estimates. Moreover, the integrating properties of the model variables are not an issue in the case of this model. Hence, another leverage provided by this method is that it allows us to use variables with different integrating properties, I(0), I(1) and a mixture of both. In estimating the environmental quality in Pakistan, the previous literature has assumed that inflation instability and the GDP growth rate volatility have symmetric effects on environmental quality. However, since the goal here is to measure the asymmetric effects of inflation instability and GDP growth rate volatility, the analysis needs to modify equation (2). To be able to compare the outcomes with those in previous studies, we must check whether there are any asymmetries in the effect of inflation uncertainty and GDP growth volatility on environmental quality. To this end, we differentiate inflation uncertainty and GDP growth volatility into their positive component ($INFinstab^{+}$,$ GDPvolat^{+}$) and their negative component ($INFinstab^{-}$, $GDPvolat^{-}$) by following a partial sum procedure as below:

$$INFinstab^{+}\_{t}= \sum\_{j=1}^{t}∆INFinstab^{+}\_{t}= \sum\_{j=1}^{t}max⁡ (∆INFinstab^{+}\_{t}, 0) (3a)$$

$$INFinstab^{-}\_{t}= \sum\_{j=1}^{t}∆INFinstab^{-}\_{t}= \sum\_{j=1}^{t}min⁡ (∆INFinstab^{ –}\_{t}, 0) (4a)$$

$$GDPvolat^{+}\_{t}= \sum\_{j=1}^{t}∆GDPvolat^{+}\_{t}= \sum\_{j=1}^{t}max⁡ (∆GDPvolat^{+}\_{t}, 0) (3b)$$

$$GDPvolat^{-}\_{t}= \sum\_{j=1}^{t}∆GDPvolat^{-}\_{t}= \sum\_{j=1}^{t}min⁡ (∆GDPvolat^{ –}\_{t}, 0) (4b)$$

Once we introduce the positive and negative components of these variables into Equation (2), then the new equation yields:

$$ΔEQ\_{t}= α\_{0}+ \sum\_{i=1}^{p}π\_{i}ΔEQ\_{ t-i}+ \sum\_{i=0}^{p}η\_{i}∆INFinstab^{+}\_{t-i}+ \sum\_{i=0}^{p}ϕ\_{i}∆INFinstab^{-}\_{t-i}+ \sum\_{i=0}^{p}λ\_{i}∆GDPvolat^{+}\_{t-i}+\sum\_{i=0}^{p}ρ\_{i}∆GDPvolat^{-}\_{t-i}+\sum\_{i=0}^{p}ψ\_{i}∆FD\_{t-i}+ φ\_{1}EQ\_{t-1}+ φ\_{2}INFinstab^{+}\_{t-1}+ φ\_{3}INFinstab^{-}\_{t-1}+φ\_{4}GDPvolat^{+}\_{t-1}+ φ\_{5}GDPvolat^{-}\_{t-1}+ φ\_{6}FD\_{t-1} + u\_{t} (5)$$

Equation (5) depicts a non-linear ARDL model recommended by Shin et al. (2014). This equation is different from Equation (2) in the sense that Equation (2) relies on the assumption that if increased inflation instability and GDP volatility both have a negative effect on environmental quality, then declines in them will make the environmental quality better by the same magnitude. In contrast, Equation (5) separately checks the effects of $INFinstab^{+}$($GDPvolat^{+}$) and $INFinstab^{-}$($GDPvolat^{-}$) on environmental quality and whether these effects follow an asymmetric pattern. After obtaining the non-linear estimates, the analysis applies Wald tests to ratify the existence of both short- and long-run asymmetries. We can define the occurrence of short-run joint asymmetry between the sum of positive negative components if we reject the null hypothesis ($∑η\_{i}= ∑ϕ\_{i}$ , $∑λ\_{i}= ∑ρ\_{i}$) of the short-run Wald test. Similarly, the rejection of the null hypothesis ($^{φ\_{2}^{+}}/\_{φ\_{1}}$=$ ^{φ\_{3}^{-}}/\_{φ\_{1}}, ^{φ\_{4}^{+}}/\_{φ\_{1}}$= $^{φ\_{5}^{-}}/\_{φ\_{1} }$) of long-run Wald tests implies the presence of asymmetry in the long-run estimates concerning the positive and negative partial sum factors of the independent variables.

**Data**

The analysis covers data from Pakistan, covering the period 1975-2018. The model includes three dependent variables: CO2 emissions (metric tons), methane emissions (kilotons of CO2 equivalent), and nitrous oxide emissions (thousand metric tons of CO2 equivalent). The independent variables are inflation instability and GDP growth rate volatility. For analysis, inflation instability is considered by inflation variation from its mean values (Grier 2005; Khan 2019), while the standard deviation of GDP growth rate is the measure of unconditional volatility of GDP growth rate (Diebold and Yilmaz 2008). However, financial development is used as a proxy of domestic credit to the private sector as a percentage to GDP. All data is obtained from the World Bank database (WDI, 2019) and are on an annual basis, except the GDP growth rate volatility which is on a monthly basis. As the analysis needs to investigate the influence of GDP instability on pollution emissions. We compute volatility through two methods. First, we take the standard deviation of 12-months period of GDP in a particular year, thus the time series is left with one value of GDP for each year. Finally, we change the GDP transformed monthly data into annual data. This is a measure of unconditional fundamental volatility. In that case, there is not any difference in the frequencies employed. Alternatively, following Schwert (1989), we use the residuals from a generalized autoregressive conditional heteroskedasticity (GARCH) model to fit the GDP growth rate. This is a measure of conditional fundamental volatility. However, we use the former measure of unconditional volatility through standard deviation.

**Table 1: Variables description and sources**

|  |  |  |  |
| --- | --- | --- | --- |
| **Variables** | **Symbol** | **Definition** | **Data source** |
| Carbon dioxide emissions | CO2 | Carbon dioxide in kilotons | World Bank |
| Nitrous oxide emissions | N2O | Nitrous oxide emissions (thousand metric tons of CO2 equivalent) | World Bank |
| Methane emissions | CH4 | Methane emissions (kilotons of CO2 equivalent) | World Bank |
|  |  |  |  |
| Inflation instability | INFinstab | Inflation variation from its mean values | Author's calculations |
| GDP growth rate volatility | GDPvolat | Standard deviation of GDP growth rate | Author's calculations |
| Financial development | FD | Domestic credit to private sector (% of GDP). | World Bank |

**Results and discussion**

In this section, the results of all three models are discussed. We obtain both short- and long-run estimates in each model separately by using both the symmetric or linear and asymmetric or non-linear ARDL models. First, the decision concerning the choice of lags is established on the Schwarz Information Criterion (SIC). Next, the analysis confirms that one variable INFinstab in our model is I(2) stationary, by applying both the Elliott, Rothenberg, and Stock (ERS) and Phillips Peron (PP) unit root tests. However, all other variables are stationary either at their level or first difference in both tests.

**Table 2: Unit root tests**

|  |  |  |
| --- | --- | --- |
|  | **ERS test statistic** | **PP test statistic** |
| **variables** | **Level** | **1st difference** | **Decision** | **Level** | **1st difference** | **Decision** |
| CO2 | 10.48 | 1.345\*\* | I(1) | -3.524\*\* |  | I(0) |
| N2O | 85.59 | 1.385\*\* | I(1) | -1.334 | -5.430\*\* | I(1) |
| CH4 | 45.50 | 1.137\*\* | I(1) | -1.476 | -6.062\*\* | I(1) |
| INFinstab | 14.37 | 11.53 | I(2) | -4.597\*\* |  | I(0) |
| GDPvolat | 1.418\*\* |  | I(0) | -4.233\*\* |  | I(0) |
| FD | 7.119 | 1.808\*\* | I(1) | -1.978 | -5.981\*\* | I(1) |

Next, the analysis discusses the results of the linear models. The first model in line with the CO2 model. Table 3 presents short-run findings regarding the CO2 model which implies that the coefficient of INFinstab is statistically insignificant. However, the estimate for GDPvolat is positive and statistically significant at 5%, indicating that a 1% raise in GDPvolat leads to a 384 kilotons upsurge in CO2 emissions. The results suggest that GDP growth volatility increases the environment un-friendly infrastructure that upsurges carbon pollution. However, the coefficients of GDPvolat are statistically significant, albeit negative in the previous year, suggesting the reduction in CO2 emissions by 480 kilotons after increases in GDPvolat by 1%. The coefficient estimate of FD infers that a 1% improvement in financial development leads to 576 kilotons CO2 emissions. This estimate justifies the fact that financial development provides better access to credit in the short-run, which encourages more economic activities and, thus, higher carbon emissions. This finding is also reliable with Sadorsky (2011) and Tang and Tan (2014).

In the long run, all coefficients are positive and statistically significant. The estimates of variables INFinstab, GDPvolat, and FD indicate that a 1% upsurge in them boosts CO2 emissions by 4,423 kilotons, 16,635 kilotons, and 15,770 kilotons, respectively. The possible reason may be that macroeconomic uncertainty weakens the rules and regulations in the country associated with activities that emit more carbon pollution. Then, we discuss the results with Nitrous Oxide (N2O) emissions as a proxy for the dependent variable. The estimates of GDPvolat and FD do not indicate any significant impact on N2O emissions. However, the increased instability in inflation positively affects N2O emissions with a magnitude of 0.004%, implying that 1% increase in inflation instability leads to 96 thousand metric tons increase in N2O emissions. The long-run findings have an insignificant influence on N2O emissions. In the last model, the analysis includes Methane emissions (CH4) as the dependent variable. The new results show that a 1% increase in INFinstab and GDPvolat both reduce methane emissions by 559 kilotons and 671 kilotons, respectively. However, a financial development by 1% enhances methane emissions by 335 kilotons. Nevertheless, all long-run estimates are statistically insignificant, implying that they do not have any impact on methane emissions.

Panel C in Table 3 reports certain diagnostic tests. First, it presents the bounds F-statistic which confirms the joint significance of long-run estimates. Depending upon the critical values of this test, co-integration is confirmed only in the first model, i.e. the CO2 model. In the remaining two models, long-run estimates are absurd because co-integration is neither established through the F-test nor through the Error Correction Model (ECM)test[[4]](#footnote-4). To test that the linear models are free from first-order serial correlation, the analysis relies upon the Lagrange Multiplier (LM) test**,** which is not significant in any of the models under study, confirming that all three models are free from serial correlation. The correct specification is confirmed through the RESET test, which is insignificant across all models. Then, to exam the stability of the parameters in each model, the analysis performs both CUSUM and CUSUMSQ tests, with “S” indicating stability and “US” instability of the estimated coefficients.

**Table 3: ARDL estimates**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **CO2** |  | **N2O** |  | **CH4** |  |
|  | **Coefficients** | **S.E** | **Coefficients** | **S.E** | **Coefficients** | **S.E** |
| **Panel A: Short-run estimates** |  |  |  |  |  |
| $$ΔINFinstab\_{t}$$ | 0.001 | 0.001 | 0.004\*\* | 0.002 | -0.005\*\* | 0.001 |
| $$ΔGDPvolat\_{t}$$ | 0.004\*\* | 0.002 | 0.003 | 0.003 | -0.006\*\* | 0.001 |
| $$ΔGDPvolat\_{t-1}$$ | -0.005\*\* | 0.002 |   |   |   |   |
| $$ΔGDPvolat\_{t-2}$$ | 0.005\*\* | 0.002 |   |   |   |   |
| $$ΔFD\_{t}$$ | 0.006\*\* | 0.001 | 0.003 | 0.004 | 0.003\*\* | 0.001 |
| **Panel B: Long-run estimates** |  |  |  |  |  |
| INFinstab | 0.046\* | 0.029 | 0.155 | 0.167 | -2.331 | 3.500 |
| GDPvolat | 0.173\* | 0.110 | 0.072 | 0.135 | -2.794 | 3.979 |
| FD | 0.164\*\* | 0.052 | -0.088 | 0.079 | 4.897 | 4.510 |
| C | 9.575\*\* | 0.892 | 12.705\*\* | 2.316 | -9.549 | 9.225 |
| **Panel C: Diagnostic tests** |  |  |  |  |  |
| F | 6.142\*\* |   | 2.692 |   | 2.744 |   |
| $$ECM\_{t-1}$$ | -0.038\*\* | 0.009 | -0.036 | 0.034 | -0.001 | 0.009 |
|
| LM | 0.285 |   | 0.001 |   | 0.009 |   |
| RESET | 2.574 |   | 0.431 |   | 0.712 |   |
| CUSUM | S |   | S |   | US |   |
| CUSUMSQ | S |   | S |   | US |   |
| ADJ.R2 | 0.998 |   | 0.966 |   | 0.998 |   |

1. Due to the application of annual data, we have a limited number of observations i.e. 44 hence, the Pesaran et al’s (2001) critical values for F-tests are not appropriate for a small sample like ours. Therefore, we have picked critical values (4.15 and 5.01 at 10% and 5% significance levels respectively) proposed by Naryan (2005) which are suitable for small samples.
2. The test of serial correlation i.e. LM and the test of misspecification i.e. RESET have a same χ2 distribution with one degree of freedom with critical values 2.71 at 10% level of significance and 3.84 at 5% level of significance

Next, the effects of asymmetric or non-linear models are described in Table 4. Short-run estimates of all three models are described in Panel A, while the long-run results are in panel B. Starting from the CO2 model, the analysis documents that positive shocks in INFinstab has insignificant effects on CO2 emissions, whereas the negative shock has a positive significant effect on CO2 emissions, implying that 1% upsurge in INFinstab leads to 1,057 kilotons upsurge in carbon emissions. Similarly, the positive component of GDPvolat is insignificant; however, a negative shock exerts a positive impact on carbon emissions and reduced 673 kilotons of carbon emissions in Pakistan**.** From the above results, we can conclude that as the variability in both inflation and GDP growth increase, CO2 emissions remain unaffected. In contrast, decreases in the instability of both variables lead to higher CO2 emissions. Financial development exerts a positive significant effect on carbon emissions. The long-run results confirm that a 1% reduction in INFinstab contributes positively to CO2 by 6,923 kilotons, while the figure increases to 17,405 kilotons in the case of increased volatility in GDP growth.

Thus, negative shocks of INFinstab have a positive influence on environmental pollution, implying that in a stable inflation zone, consumers are involved in more economic activities that lead to more energy use for vehicles and home appliances, encouraging increases in environmental pollution. This finding also suggests that consumers in a stable economic system purchase more vehicles when the financial sector provides easier access to lending at low-interest rates (Shahbaz 2013; Tang and Tan 2014; Baloch et al. 2018). However, an opposing argument claims that if, on one side, we can keep the costs of borrowing low and, on other side, we can simplify the process of shifting from conventional to green energy will induce the negative shocks of INFinstab to increase environmental quality (Tamazian et al. 2009). One of the possible reasons is that negative shocks of INFinstab encourage firms and governments to invest in environment-friendly technologies. During a stable inflation era, households become less mindful about their expenditure, therefore, they drive and fly more, and eventually consume more fossil-fuel energy. In reality, a low inflation rate regime is determined by a higher stock market performance and financial development, which in turn, lower inflation increases the pollution emissions in the atmosphere. Another reason is the negative shock of inflation that promotes economic growth activities, but causes environmental pollution. Thus, the low inflation rate is a major threat to environmental quality in Pakistan.

Similarly, positive shocks of GDPvolat have a positive effect on environmental pollution, suggesting that economic stability raises the progress of the finance sector in Pakistan, which increases the consumption of energy in the agriculture, industry, and services sectors. The results also illustrate that GDPvolat is based on fossil fuels in developing countries, like Pakistan, that contributes to environmental pollution. The results additionally suggest that most of the developing countries increase GDP by affecting the environment; therefore, GDPvolat has a positive significant effect on environmental pollution. The results are in line with those by Hanif and Gago-de-Santos (2017) who provide evidence that economic instability has detrimental effects on the environment in the case of developing and emerging economies. This finding is also consistent with Shahbaz et al. (2013) in the case of Pakistan. However, Pakistan has formulated a comprehensive long-term national environmental policy, i.e. “clean and green Pakistan”, in 2019 that was not on before (World Bank, 2019). The results also infer that economic growth and environment are linked to ensure all positive shocks of economic activities are based on the environment. Pakistan's industrial growth requires greater volumes of energy to enhance carbon pollution than other sectors of the economy. Another interesting finding is that high economic growth volatility is affecting the environment more than low economic growth volatility. This implies that Pakistan’s economy at the early stage of development has faced more environmental problems due to the presence of high volatility in economic growth. Pakistan needs to sacrifice economic growth to cut its environmental pollution levels that are in reality not feasible for developing countries. A sound policy intervention is preferred to Pakistan in the context of GDP growth and environmental quality. However, the results also suggest that negative shocks of GDPvolatility are harmful to the environment in Pakistan, both in the short- and in the long-run. Long-run coefficient estimates for FD show a significant positive effect, implying that carbon emissions increase with a stronger financial development process.

In the next model, i.e. the N2O model, short-run positive shocks at the third lag in INFinstab contribute positively to carbon emissions, with the estimate being 168 thousand metric tons. This result suggests that three years ago INFinstab has a positive significant impact on nitrous emissions in the short run. However, reduced variability in inflation exerts a positive significant impact on N2O emissions in the current year, whereas this contribution is negative in the first and third lags. Moreover, the coefficients associated with the positive component of GDPvolat are positive significant in the current year and negative and statistically significant three years ago. In the current year, the negative shock of GDPvolat would lead to a 216 thousand metric tons increase in N2O emissions. This estimate, however, puts adverse effects on N2O emissions during the first interval, with the scale of estimate being 384 thousand metric tons. In terms of the long-run the estimates in the N2O model, they are positive significant in the case of negative INFinstab shocks, positive GDPvolat shocks, and negative GDPvolat shocks, implying that they all contribute to the release of N2O by 2,976, 5,473, and 1,848 thousand metric tons, respectively. A similar economic interpretation is maintained in this model. By contrast, financial development reduces N2O emissions by 2,976 thousand metric tons. This finding is consistent with Hao et al. (2016) who note that financial development has a positive influence on environmental quality in the early stages of the development process than in the later stages. Lastly, the analysis discusses the non-linear effects of the macroeconomic variables on methane emissions. In the short run, increased variability in inflation exerts a negative effect on methane emissions. The estimate of negative INFinstab is negative, suggesting an adverse effect on CH4 emissions. Similarly, the variable of positive shocks of GDPvolat negatively contributes to methane emissions in the previous year, while the estimate of the negative shock of GDPvolat is negative and statistically significant in the current year. However, none of the variables in the long-run has any significant effect on methane emissions.

**Table 4: NARDL estimates**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **CO2** |  | **N2O** |  | **CH4** |  |
|   | **Coefficients** | **S.E** | **Coefficients** | **S.E** | **Coefficients** | **S.E** |
| **Panel A: Short-run estimates** |  |  |  |  |  |
| $$ΔINFinstab\_{t}^{+}$$ | 0.000 | 0.001 | 0.002 | 0.002 | -0.002\*\* | 0.001 |
| $$ΔINFinstab\_{t-1}^{+}$$ |   |   | 0.002 | 0.005 |   |   |
| $$ΔINFinstab\_{t-2}^{+}$$ |   |   | -0.002 | 0.005 |   |   |
| $$ΔINFinstab\_{t-3}^{+}$$ |   |   | 0.007\* | 0.004 |   |   |
| $$ΔINFinstab\_{t}^{-}$$ | 0.011\*\* | 0.002 | 0.008\*\* | 0.004 | -0.002\*\* | 0.001 |
| $$ΔINFinstab\_{t-1}^{-}$$ |   |   | -0.008\*\* | 0.004 |   |   |
| $$ΔINFinstab\_{t-2}^{-}$$ |   |   | 0.001 | 0.005 |   |   |
| $$ΔINFinstab\_{t-3}^{-}$$ |   |   | -0.014\*\* | 0.005 |   |   |
| $$ΔGDPvolat\_{t}^{+}$$ | 0.004 | 0.003 | 0.011\* | 0.006 | 0.004\*\* | 0.002 |
| $$ΔGDPvolat\_{t-1}^{+}$$ |   |   | -0.004 | 0.007 | -0.002\*\* | 0.001 |
| $$ΔGDPvolat\_{t-2}^{+}$$ |   |   | 0.004 | 0.007 |   |   |
| $$ΔGDPvolat\_{t-3}^{+}$$ |   |   | -0.029\*\* | 0.007 |   |   |
| $$ΔGDPvolat\_{t}^{-}$$ | 0.007\*\* | 0.003 | 0.009\* | 0.005 | -0.002\*\* | 0.001 |
| $$ΔGDPvolat\_{t-1}^{-}$$ | -0.015\*\* | 0.003 | -0.016\*\* | 0.005 |   |   |
| $$ΔGDPvolat\_{t-2}^{-}$$ | 0.007\*\* | 0.003 |   |   |   |   |
| $$ΔFD\_{t}$$ | 0.003\*\* | 0.001 | -0.004 | 0.006 | 0.003\*\* | 0.001 |
| $$ΔFD\_{t-1}$$ |   |   | 0.001 | 0.007 |   |   |
| $$ΔFD\_{t-2}$$ |   |   | 0.009\* | 0.005 |   |   |
| $$ΔFD\_{t-3}$$ |   |   | 0.005\* | 0.003 |   |   |
| **Panel B: Long-run estimates** |  |  |  |  |  |
| $$INFinstab^{+}$$ | 0.001 | 0.010 | -0.004 | 0.013 |  0.003 | 0.004  |
| $$INFinstab^{-}$$ | 0.072\* | 0.037 | 0.124\*\* | 0.062 | -0.026 | 0.055 |
| $$GDPvolat^{+}$$ | 0.181\* | 0.104 | 0.228\* | 0.120 | -0.046 | 0.076 |
| $$GDPvolat^{-}$$ | 0.074 | 0.078 | 0.077\* | 0.046 | -0.033 | 0.088 |
| FD | 0.030\* | 0.018 | -0.124\* | 0.067 | -0.044 | 0.069 |
| C | 11.929\*\* | 1.127 | 13.790\*\* | 2.242 | 0.071\*\*\* | 0.117 |
| **Panel C: Diagnostic tests** |  |  |  |  |  |  |
| F | 14.405\*\* |   | 12.300\*\* |   | 1.961 |   |
| $$ECM\_{t-1}$$ | -0.093\* | 0.051 | -0.257\*\* | 0.119 | -0.044 | 0.073 |
|
| LM | 0.190 |   | 0.761 |   | 3.474\* |   |
| RESET | 0.326 |   | 1.667 |   | 1.437 |   |
| CUSUM | S |   | S |   | S |   |
| CUSUMSQ | S |   | S |   | US |   |
| ADJ.R2 | 0.999 |   | 0.988 |   | 0.998 |   |
| WALD SR-INFinstab | 0.577 |   | 0.226 |   | 0.821 |   |
| WALD LR-INFinstab | 20.45\*\* |   | 0.012 |   | 0.846 |   |
| WALD SR-GDPvolat | 0.026 |   | 0.022 |   | 1.535 |   |
| WALD LR-GDPvolat | 0.024 |   | 36.07\*\* |   | 22.58\*\* |   |

1. Due to the application of annual data, we have a limited number of observations i.e. 44 hence, the Pesaran et al’s (2001) critical values for F-tests are not appropriate for small samples like ours. Therefore, we have picked critical values (4.15 and 5.01 at 10% and 5% significance levels respectively) proposed by Naryan (2005) which are suitable for small samples. Shin et al. (2014) treated negative and positive components of a variable as one therefore we have used the same F-statistics values which we have used in our linear model.
2. The test of serial correlation i.e. LM and the test of misspecification i.e. RESET have a same χ2 distribution with one degree of freedom with critical values 2.71 at 10% level of significance and 3.84 at 5% level of significance
3. Just like L.M and RESET test the tests of short-run and long-run Wald tests are distributed at χ2 with one degree of freedom. So their critical values are also the as we have mentioned in note “b”.

To test the validity of the non-linear models, the analysis makes use of a few diagnostics reported in panel C of Table 4. Depending upon the values of the F-test, we confirm the presence of co-integration in both the CO2 and N2O models, noticing that the long-run results are valid. To test the first-order serial correlation, the correct specification, the stability of the parameters, the analysis performs LM, RESET, CUSUM and CUSUMSQ tests. The goodness of fit measure, i.e. ADJ-R2 confirms that all models are fitted well. Finally, in the case of the non-linear models, the analysis implements Wald tests that confirm whether the effect of macroeconomic indicators on pollution emissions is symmetric or asymmetric. The short-run Wald test checks the joint significance of short-run estimates of the INFinstab and GDPvolat variables; the findings highlight that they are insignificant across all cases, confirming the presence of symmetries in the short run. However, the long-run Wald test for the variable of INFinstab is significant in the case of the CO2 model, indicating that the results of positive shocks of INFinstab and negative shocks of INFinstab on CO2 emissions are different. Similarly, the long-run Wald test checks the asymmetry in the effects of increased volatility in GDP growth vis-a-vis that of decreased volatility in GDP growth; the results display that they are significant in the case of the N2O and CH4 models. Furthermore, CUSUM and CUSUM square tests in the NARDL model are also depicted in Figure 1.

****

****

 **Fig. 1:** CUSUM and CUSUM square test for CO2, N2O, and CH4

**Conclusion**

The objective of this study was to estimate the asymmetric or nonlinear effect of macroeconomic instability on environmental pollution in Pakistan, over the period 1975 to 2018. Employing the method of nonlinear ARDL models, the outcomes confirmed the presence of asymmetric short- and long-run impacts of inflation instability and GDP growth volatility on pollution emissions. However, the negative shocks of inflation instability and the positive shocks of GDP growth volatility had a positive significant effect on pollution emissions. The results also revealed that negative changes in inflation instability affect pollution emissions more than positive changes in the long run, while adverse results were found with respect to GDP growth volatility in the long-run since positive changes in GDP growth rate volatility affect pollution emissions more than their negative changes. The findings also suggested that there were insignificant asymmetries between macroeconomic instability indicators and pollution emissions. Finally, the findings also documented that in the short-run, macroeconomic instability affected environmental pollution both with respect to negative and positive shocks.

This empirical study offers several key policy implications. More specifically, stable inflation impedes environmental pollution and infers that the government should impose taxes on the supply side that extensively contributes to pollutant emissions. Inflation control will be a serious step towards macroeconomic stability if it is truly applied. Another possible reason is that stable inflation raises fossil fuel consumption due to low energy prices; thus, negative externalities affect the quality of life and create further pollution. Governments should adopt stabilizing inflation policies on a priority basis. They should also employ an approach that carefully considers the inflation pros and cons of each sector, especially on the environment. While GDP growth volatility affects pollution emissions, it is very crucial for the country to increase GDP growth by primarily using clean and green energy and environmentally-friendly policies and technologies. The government may also shift non-green economic growth to green economic growth. Pakistan can sacrifice the early period of economic growth on environmental quality and, thus, the government needs to describe its priorities if it is serious on the environment rather than on polluted economic growth. The government of Pakistan should set a comprehensive stable macroeconomic policy without affecting environmental pollution. Moreover, the present macroeconomic instability also stimuli academia and policymakers to revise the policy structure of Pakistan regarding environmental pollution. Pakistan should focus on loopholes in its macroeconomic instability and environmental policies.

Future research should scrutinize the influence of other parameters available on environments. The use of the asymmetric methodology will enable us to obtain robust and different results of the impacts of macroeconomic instability on environmental pollution. The findings point towards a new track of using asymmetric models in the ecological literature, which will bear the fruits in the future.
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1. Macroeconomic instability can be measured by the unsustainability or volatility of key macroeconomic variables (e.g., inflation instability, GDP growth rate volatility, and exchange rate volatility) [↑](#footnote-ref-1)
2. The available studies on inflation instability and economic growth can be grouped into twin classes. The first testifies the impact of inflation instability on capital formation, since capital and economic growth have a one-to-one relationship as pointed out by Solow (1956), while the second analyzes the direct influence of inflation uncertainty on economic growth. [↑](#footnote-ref-2)
3. However, Dotsey and Sarte (2000) and Varvarigos (2008) dissent and support the positive nexus between both variables. The possible reason of a positive association is that during the high inflation uncertainty, agents save their money for precautionary purposes and invest it during stability periods, leading to a stronger capital accumulation. [↑](#footnote-ref-3)
4. If we are facing such a situation that calculated F-statistics value is insignificant, implying that our long results are absurd, then we shift our attention to an alternative test of co-integration known as error correction (ECM) test. In this test the normalized long-run estimates and equation (1) help us in obtaining an error correction term (ECT). We then replace ECTt-1 in place of lagged level variables from equation (2) and estimates this resulting equation with same number of lags. A significant and negative value of ECMt-1 imply that our long results are converging means long-run results are co-integrated. [↑](#footnote-ref-4)